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ABSTRACT

Williams. Ronnie Lorell. M_S.. University of South Alabama. December. 1997. Do Computer
Science. Information Systems. and Software Engineering Professionals Accept a Common Body of
Computing Knowledge? Chair of Committee: Herbert E. Longenecker. Jr.

Longenecker and Williams (Longenecker et al 1995) generated a common body of computing
knowledge from curriculum documents for Computer Science. Information Systems. and Software
Engineering. An abstraction of this body of knowledge was developed and used to survey approximately
1.000 computing professionals for their expectations for knowledge elements in the three computing
programs for students graduating from four-vear undergraduate universities. It is the general hypothesis
of this thesis that results of the survey reveal a core of similar expectations as well as important
differences for the three programs. and that computing professionals accept a common body of computing

knowledge.
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1. INTRODUCTION

Computer science is an accredited computing program of the Computer Science Accreditation
Commission of the Computing Services Accreditation Board (CSAC/CSAB), with 129 institutions
accredited to teach the program in the United States. as of May, 1996 (LaMalva and Peterson 1996).
[nformation systems and Software Engincering are not separately accredited computing programs. but
separate curricula have been extensively developed for each since the 1970s.

A problem exists because no agreed upon areas of difference or similarity have been identified for
computing curricula for the three programs. and the names “computer science,” “information systems.”
and “software engincering” are sometimes used almost interchangeably. The problem with content of
computing programs is evidenced by employment advertisements for computing professionals placed in
major newspapers (Washington Post 1997), many or most of which could be filled by persons with degrees
in computer science, information systems, or software engineering, interchangeably. In these
advertisements, jobs with very similar computing knowledge requirements are frequently listed side-by-~
side under different program names (See Figure 1.).

The above problem could be initially addressed by surveying computing professionals in academia to
determine how they define the curricula requirements for the three computing programs. This method
assumes that each of these professionals would be able to identify themselves with one of the three
programs, and that they would be able to identify curriculum requirements for the programs based on their
respective teaching experience or expertise.

One way to facilitate this process would be to develop a single or combined “body of knowledge”
which contains most of the individual knowledge clements which could possibly comprise the curricula
for the three separate programs. Commﬁngpmfeéionalscmﬂdthenheashdtoi&nﬁfywhichofth&
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-

elements fall within the areas in which they teach or have expertise. and the degree of learning required
for students for each. Similarities and differences in the three programs could then be determined.

In 1995 a combined body of knowledge was prepared using curriculum documents previously
developed for the three computing programs. This combined body of knowledge was then abstracted and
used in a “pilot” survey of approximately 1.000 computing professionals (Longenecker et al 1995). The
purpose of this survey was to develop an initial overall perspective of the similarities and differences in
the bodies of knowledge for computer science, information systems, and software engineering. Using the
results of this survey, future research efforts can be undertaken to determine these similarities and
differences more precisely.

This thesis analyzes the results of the pilot survey, presents them for use in future research efforts.
and offers an initial answer to the question. “Do computer science. information systems. and software

engineering professionals accept a common body of computing knowledge?”
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POSITION TITLE

Analytic Database Coordinator Software Developer

Application Developer Software Development Engineer
Application Software Engineer Software Engineer (Application Developer)
Business Data Analyst Software Engineer (Information Engineer)
Business Process Re-Engineer Software Engincer (Programmer Analyst)
Database Analyst/Developer Software Engineer (Systems Programmer)
Database Administrator Software Impiementation Consultant
Firmware Engineer Software Quality Engineer

Information Engineer Systems Engineer (Data Engineering)
Mainframe Developer Systems Engineer (Network Architecture)
Network Engincer System Administrator

Network Management System Software Engineer { System Analyst

Process Control Engineer System Architect

Programmer/Analyst Systems Integrator

Software Architect Technical Sw

The above list is a small sample of computing position titles contained in the employment section
of The Washington Post. dated September 7, 1997. That employment section contained 41 pages
devoted entirely to computing jobs.

Few positions were listed under computer science, information systems, or software engineering,
per se. and most did not specify a requirement for a particular degree or even any degree or
university training. Most did have requirements for specific systems or programming language
experience or for professional certifications and technical computing experience. Qualifications
for developers, analysts, programmers, engineers, administrators and others were often every
similar. even within the same advertisement (for multiple positions), with no indication of why
the position titles were different. The four very different titles listed for software engineer were
contained in a single advertisement.

Most of the positions listed could be filled with persons identifying themselves as computer
scientists. information systems professionals, or software engineers. The most often used degree
requirement for positions requiring a degree was, “Bachelor of Science in Computer Science or a
related degree.”

Figure 1. List of computing positioa titles
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2. BACKGROUND

Significant curriculum development efforts began in 1968 for computer science, in 1972 for
information systems, and in 1976 for software engineering. Following is a summary of these and other
events and efforts, which contribute to this thesis:

2.1. Computer Sciesce
Development of a curriculum for computer science (See Figure 2.) began in 1968, when the

Association for Computing Machinery (ACM) published "Curriculum 68: Recommendations for the
undergraduate program in computer science” (ACM 1968). This curriculum was revised in 1978 (ACM
1979), and then again in 1991 by a joint task force of the ACM and the Computer Society of the [nstitute
of Electrical and Electronics Engineers (Turner and Tucker 1991). The 1991 revision includes a listing of
common "requirements” and "knowledge units” which should be addressed during development of
undergraduate curricula in computer science. These requirements and knowledge units are incorporated
into the computer science content of the bodies of knowiedge referenced by this paper (Davis et al 1997).

2.2. Informatiom Systems

A curriculum for information systems was first developed in the early 1970s (Ashenhurst 1972:
Couger 1973). These efforts (See Figure 2.) were followed by publication of curricula models in the
1980s by both the Data Processing Management Association (DPMA) and the ACM (DPMA 1981. 1986:
Nunamaker. Couger and Davis 1982). Beginning in 1988, DPMA supported a Curriculum Task Force
(IS'90) to revise the 1986 curriculum. It included members from the ACM and the Institute for
Certification of Computer Professionals (ICCP). This group's efforts resulted in the publication of "IS'90:
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The DPMA Model Curriculum for Information Systems for 4 Year Undergraduates” (Longenecker and
Feinstein 1991). [n 1993, another task force, consisting of members from the Association of Information
Technology Professionals (AITP) (formerly DPMA), ACM. and the Association for Information Systems
(AIS) published a comprehensive four-year curriculum model for information systems. building on all
previous models (Davis et al 1997). (The IS97 task force continues work published as [S’95, and then as
IS*96. References in this thesis to IS’9S and IS’96 refer to on-going efforts contributing to evolution of

1S°97.)

2.3. Software Engineering

In 1976. work began in earnest on curricula development for the new discipline of software
engineering (See Figure 2.) (in Glass 1992; Freeman. Wasserman, and Fairley 1976), but it was not until
1978 that the first published curriculum proposal was developed (in Glass 1992; Freeman and
Wasserman 1978), later to became an unpublished draft report (in Glass 1992; IEEE 1980). It wasonly a
little later. in 1984, that the United States Department of Defense funded the Software Engineering
Institute (SEI) at Camegie Mellon University. Since then, the SEI has taken the lead in software
engineering curriculum development in this country, having published a number of curriculum
documents, including curriculum models for both graduate and undergraduate software engineering
education (Ford 1990; Ford 1991). Additionally, at about the same time, the British Computer Society
(BCS) and the Institution of Electrical Engineers (IEEE) published "A report on Undergraduate Curricula
for Software Engineering,” which expands on earlier work and provides extensive software enginecring

curricula development data (BCS 1989).

Efforts began in 1994 to develop 2 common body of knowledge for computer science and information

systems, using existing curricula documents (See Figure 3.). A graduate class at the University of South
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Cs

1968 - Curriculum 68: Recommendations for the Undergraduate Program in Computer
Science (ACM 1968)

1978 - 1968 curriculum revised (ACM 1979)

1991 - 1978 curriculum revised (Turner and Tucker 1991)

IS

1972 - Curriculum Recommendations For Graduate Professional Programs in
Information Systems (Ashenhurst 1972)

1973 - Curriculum Recommendations for Undergraduate Programs in Information
Systems (Cougar 1973)

1981 - DPMA Model Curriculum, 1981 (DPMA 1981)

1982 - Information Systems Curriculum Recommendations for the 80s: Undergraduate
and Graduate Programs (Nunamaker, Couger and Davis 1982)

1986 - DPMA Model Curriculum, 1986 (DPMA 1986)

1991 - IS*90 The DPMA Model Curriculum for Information Systems for 4 Year
Undergraduates (Longenecker and Feinstein 1991)

1995 - Draft IS’95 Model Curriculum and Guidelines for Undergraduate Degree
Programs in Information Systems (Longenecker, Feinstein, Gorgone, Davis and Couger
1995)

1996 - Draft 1S°96 Model Curriculum and Guidelines for Undergraduate Degree
Programs in Information Systems (Longenecker, Feinstein, Gorgone, Davis and Couger
1996)

1997 - 1S'97 Model Curriculum and Guidelines for Undergraduate Degree Programs in
Information Systems (Davis, Gorgone, Couger, Feinstein, and Longenecker 1997)

SE

1976 - Essential Elements of Software Engineering Education, Proceedings of the Second
International Conference on Software Engineering (Freeman, Wasserman, and Fairley
1976)

1978 - A Proposed Curriculum for Software Engineering Education, Proceedings of the
Third International Conference on Software Engineering (Freeman and Wasserman
1978)

1989 - Report on Undergraduate Curricula for Software Engineering, British Computer
Society and The Institution of Electrical Engineers (BCS 1989)

Figure 2. Chroaology of major curriculum development eveants
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DPMA

IS'90 Task Force

ACM and [EEE

University of South Alabama class
project, in coordination with IS°95
Task Force (coordinated by
Longenecker)

DPMA, ACM, and AIS
Longenecker and Williams
Couger and team (Chicago)

IS'9S Task Force

Longenecker and Williams

Longenecker

1988

1989

1991

1994

1993

1995

1993

1994

1995

1996

1S'90 Curriculum Task Force established.

Developed information systems body of
knowledge (1S'90).

Developed revised computer science body of
knowledge (CS'91).

Matched IS'90 body of knowledge with
CS'91 (1S'90/CS'91 common body of
knowledge).

Joint ACM/AIS/DPMA Curriculum Task
Force established.

Extensive clean-up of 1S'90/CS'91 common
body of knowledge.

Minor revisions of I1S'90 common body of IS
knowledge.

Extensive revisions of 1S'90 common body

of knowledge. Task Force adopts revised
document for curriculum planning (IS°95).

Merged CS’91 with revised IS body of
knowledge to form IS*95 body of knowledge.

Added ethics content to body of knowledge
(based on National Science Foundation task
force recommendation)

Note: Herbert E. Longenecker (University of South Alabama) and J. Daniel Couger (University of
Colorado) served with others as Co-Chairs of the [S’95/1S°96 Curriculum Task Force. Ronnie
Williams (University of South Alabama) was a member of the 1S°95/1S°96 Curriculum Task Force and
is author of this thesis. Couger’s team worked both with IS’95/ IS°96, and independently in Chicago,

to revise the body of knowiedge.

Figure 3. Steps in syathesis of the common body of computing knowiedge for CS and IS
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Alabama analyzed the revised computer science curriculum developed by the ACM and [EEE in 1991
(Turner and Tucker 1991), in coordination with the IS°95 Curriculum Task Force. The class extracted
knowledge elements from the computer science curriculum at similar levels and types of detail as
contained in the most recently available information systems curriculum for four year undergraduate
university programs (Longenecker and Feinstein 1991), and integrated these elements into the existing
information systems body of knowledge structure. That structure was subsequently extensively reworked
by different groups working under leadership of co-chairs of the IS’95 task force (Longenecker and
Couger). resulting in 2 common body of knowledge for computer science and information systems.

2.5. Body of Knowiedge for Software Enginecring
As part of the preliminary work for development of its pilot survey, the IS°95 task force synthesized a

body of knowledge for software engineering, in the same overall format as the common body of
knowiledge for computer science and information systems (mentioned above). This synthesis was
explicitly derived from analysis of curriculum content contained in reports on software engineering
education developed by the Software Engineering Institute (Ford 1990, 1991), assisted by the observations
of Glass 1992, other reports from the SEI (Berry 1992; Ford, Gibbs, and Tomayko 1987; Ford and Ardis
1989: Ford 1994; Gibbs and Ford 1986; Shaw 1986; Shaw 1990; SEI 1991; Tomayko and Shaw 1991).
and other efforts (BCS 1989; Ford and Gibbs 1989; Freeman, Wasserman, and Fairley 1976; Freeman and

Wasserman 1978; Freeman 1987; Gibbs 1989; [EEE 1980; Leventhal and Mynatt 1987; NSF 1993:

Pamas 1990; and Wasserman 1976).

The IS’9S task force developed a combined body of knowledge which is a synthesis of the bodies of
knowledge mentioned above. The combined common body of computing knowledge was included in its
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entirety as a part of the 1S’95 pilot survey of computing persons in academia (discussed befow). and is
provided with this thesis as Appendix A.

The combined body of knowledge contains “knowledge clements™ identified by the IS'9S task
force as necessary for development of curricula for the topic areas surveyed. It contains more than 500
knowledge elements at four levels of detail, and under three major groupings (1.0. Information
Technology. 2.0 Organizational and Management Concepts, and 3.0 Theory and Development of
Systems). A sample of this four-level organization is shown in Figure 4.

Body of Conm Knowledge Elements in 1S°9S
1.0 Information technology (Level 1)

1.1 Computer architectures (Level 2)
1.1.1 Fundamental data representation: non-numeric... (Level 3)

1.1.1.1 Basic machine representation of numeric... (Level 4)

Figure 4. Example of 4-level design of the common body of computing knowledge

The major purpose of the Body of Knowledge is to provide a means for curriculum planners to
identify all of the “pieces™ necessary for a curriculum in any of the three topic areas. Once all of the
pieces of a total curriculum have been identified, “exit levels” can be determined for each, specifying the
level of learning necessary for each element, for each topic area. It is anticipated that the body of
knowledge contains many elements common to all three topic areas, with each having different exit levels

depending on the program area.

Because the body of knowledge contains so many separate elements and levels of detail, it could not
easily be used in a survey. For this reason, it was condensed into 68 single-level knowledge elements (See
Figure 5.). These 68 elements have a one-to-many relationship with the total body of knowiedge, and can
be referenced back to it without difficuity. A copy of the complete list of 68 summary elements is
provided with this thesis as Appendix B. (In Figure S, Computer Architectures is an element at level 2 of
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the body of knowledge. On the body of knowledge. it contains six third-level and thirty-four 4th-level
elements under it. These forty elements were combined into oaly four summary topics. Figure 5 is an
illustration of how one third-level element and five fourth-level elements were combined into one

summary topic (or question) for use in the survey. A complete list is provided of the third- and fourth-

level content of only one summary topic -- Summary Topic 1.

2.8. Definitioas Used in the IS'9S Survey
The IS°95 task force prepared standardized definitions which were used in the IS’95 pilot survey.

The definitions are contained in Figure 6.

2.9. TheIS'9S Survey
The IS°95 survey was compileted in July 1995. Approximately 1,000 computing academics were
surveved. The list of participants were developed primarily from membership and attendee lists of

national computing organizations.

2.10. IS°9S survey Metrics

Participants were asked to respond to two types of question: (1) identifying information, such as
name, computing program of primary interest, membership in organizations, etc., and (2) anticipated
knowledge exit levels for summarized body of knowledge elements. The survey used modified Bloom
knowledge “exit levels” as the basis for determining exit levels for summarized body of knowledge
clements (Bloom 1956). Participants were asked to provide the exit levels they believed students in their
area of interest should reach after four years of study. Exit levels were based on the taxonomy of
educational objectives, shown in Figure 7. This modified taxonomy was used in order to be consistent
with other computing surveys and reports (¢.g., Longenecker and Feinstein (eds) 1991).

For each knowledge summary element listed in the survey, participants were offered five exit level
choices (A through E), one of which they entered on a standard scan sheet for each listed element. One

10

[]

LI
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of the choices (‘E™) was “No Answer,” giving participants an opportunity to reject a particular knowledge
element as part of the body of knowledge.

The significance of the IS'95 pilot survey is that. for the first time, comprehensive body of
knowledge data is available for analysis for all three of the topics: CS, IS, and SE. Analysis of this data
will contribute to an understanding of the curriculum content relationships between the three topics, and it
will contribute to improved future surveys. It will also contribute to answering the question, “Do
computer science, information systems, and software engineering professionals accept a common body
of computing knowledge?”

1.1 Computer Architectures: (Contains six third-level and thirty-four fourth-level
knowledge elements. These were combined into four summary topics.)

Summary Topic 1. Fundamental data presentation and physical representation
of digitized information — numeric, non-numeric (integers, reals, errors,
precision); data, text, image, voice, video

(Summary Topic 1 contains one third-level and five fourth-level clements
from the body of computing kmowiedge, presented here in their eatirety.)

1.1.1 Fundamental data representation: non-sumeric, numeric (integers,
reals, errors, precision)

1.1.1.1 Basic machime representation of sumeric data

1.1.1.2 Basic machine representation of non-sumeric data

1.1.1.3 Fimite precision of integer and floating point sumber
representation

L.1.1.4 Errors in computer arithmetic and related portability issues

L.1.1.5 Basic concepts of computer architecture

(Detailed descriptions and content is not presented for Summary Topics 2, 3, and 4.)
Summary Topic 2. CPU architectures and computer system components...
Summary Topic 3. Multiprocessor architectures - single muitiprocessing and...
Summary Topic 4. Digital logic and systems - logic clements and switching...

Figure S. Example of summary topics used in the survey of computing professionals

11
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DISCIPLINE EMPHASIS DEFINITION
Information Technology "the systematic study of algorithmic processes that
and algorithm development | describe and transform information: their theory,
Computer analysis, design, efficiency, implementation. and
Science (Not organization and application The fundamental question underlying
management or develop- all of computing is “What can be (cfliciently)
ment of systems. per se) automated?” (Denning in IS°95)
Application of technology | "... complex socio~technical entities that have
to organizations and use of tak:noncnucalmlesmloal.muomlandglohal
and development of systems | organizations. Information systems provide
support for the goals of the organization and its
Information management — strategic, tactical and operational -
Systems in a timely and cost effective manner. Thus, the
goal of these systems is “to improve the
performance of people through the use of
information technology...where the ultimate
objective is performance improvement...where the
fousisthepeoplewhomakmpthe
(Not technology, per sc) | organization...” (IS°95).
Use of technology and "The application of a systematic, disciplined,
development of software quantifiable approach to the development,
operation, and maintenance of software; that is, the
application of engineering to software.” (IEEE
1990).
Software Ford added the following comment... The two
Engineering concerns that pervade software engincering are the
complex requirements of systems and the need to
build them economically in a for-profit
environment. The context of software engineering
tends to be software intensive systems that have
substantial performance (real-time), capacity,
(Not technology or reliability, security, and safety requirements; the
development of discipline addresses how such systems are built
organizational systems, per | and maintained in ways that are economically
se) viable for the producers and users. (Ford in IS°95)
“Emphasis” for the three definition groups was obtained as follows: (1) Emphasis for computer
science and information systems was abstracted from the 1S°97 Model Curriculum and Guidance
for Undergraduate Degree Programs in Information Programs (Davis et al 1997); (2) Emphasis for
software engineering was abstracted during synthesis of the Software Engineering Body of
Knowiledge (See Section 2.5.). References to Denning and Ford in IS°95 pertain to the IS°95
L_survey and the draft report (Longenccker et al 1995).

Figure 6. Definitions of computer science, information systems, and software engineering
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DESCRIPTION OF EXIT LEVELS

Awareness; introductory recall and recognition;
recognition knowiedge (Can be identified by such
terms as: Define..., List characteristics of..., Name
components of .., Diagram. .., Lmadvamgsand
disadvantages of .., Classify...).

Literacy; knowledge of framework and content;
differentiation knowiedge (Can be identified by such
terms as: Compare and contrast..., Execute simple...,
Write simple..., Funcuonaleapﬂ:hmmbw:ribe
interrelation of object to other objects in the same
context).

Concept; comprehension and user knowledge as
exemplified by translation, exploration and
interpretation of meaning (Can be identified by such
terms as: Communicate idea or abstraction of .., Given
a ... translate it into..., Given a set of ... interpret...,
Given a set of .. extrapolate t0..., List concepts used
in..., List major steps in..., Explain.._, Use/Exercise...).

EXIT LEVELS ‘
SURVEY BLOOM
LEVEL LEVEL

A. Awareness 1. Knowledge

Recognition
B. Literacy 1. Differentiation
C. Ability to 2. Comprehension,
Use Translation /

Extrapolation,

Use of

Knowledge
D. Ability to 3. Application
Apply Knowledge
E. No Assumed

Detailed understanding; appropriate application of
knowledge in a structured/controlled context resulting
from considerable “cuitivation” (Can be identified by
terms such as: Be able to write syntactically correct...,
principles of_.. to..., Design a... for...).

The student is not expected to have any familiarity with
this knowledge element.

Develop/originate/institute...; Construct/

adapt...; Generate novel solutions to...; Come up with
new knowledge regarding...; Evaluate/

Jjudge the relative value of .., with respect to...

Figure 7. Comparisoa of exit levels in survey verwus Bloom exit levels
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3. HYPOTHESES

It is the general hypothesis of this thesis that results of a survey of computer scientists.

information systems professionals, and software engincers will reveal a core of similar

expectations as well as important differences for the three programs and that they accept a
common body of computing knowledge.

H,

H,

All topics of the body of computing knowledge are acceptable to all survey
participants regardless of their program classification.

For persons identifying themselves with CS, it would be expected there wouid be an
emphasis on “information technology and algorithm development™ as opposed to
organization and management or development of systems, per se.

For persons identifying themselves with IS, it would be expected there would be an
emphasis on “application of technology to organizations™ and on “use of and
development of systems,” rather than on technology, per se.

For persons identifying themselves with SE, it would be expected there would be an

emphasis on “use of technology and development of software,” rather than on
technology or development of organizational systems, per se.

14
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4. METHOD

The methodology for proving the hypotheses involves three steps: (1) processing the survey response
data. (2) preparing and presenting the data for review and analysis, and (3) analyzing the data to
determine if it verifies the hypotheses.

4.1. Processing Survev Respoase Data
Survey participants entered their responses on electronic scan sheets. These sheets were processed

by a scan sheet reader, and a text file was generated for responses. The file was imported into a
spreadsheet, using the Microsoft Excel® file import procedure. Using Microsoft Excel®, this spreadsheet
was extended and used to develop the counts, totals, means, standard deviations, and other statistical data.
as well as the tables and charts presented in the thesis.

4.2. Preparing and Presenting Survey Respouse Data
Response data is presented in the thesis, as follows:

4.2.1 Descriptive Statistics

A table of the 68 summary topic questions used in the survey is provided, with counts of persons
responding, means, and standard deviations for each of the three computing programs for which survey
data was solicited. An overall means is also provided for all responses, independent of computing
program. Standard Microsoft Excel® functions such as COUNT (for total number of participants),
AVERAGE (for arithmetic mean), and STDEV (for standard deviation) were used to develop this data.
The table was used as a source for data used in the analyses, and it is included as Appendix C. Basic
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survey participation data (i.e., number of participants, overall means for questions answered, and standard
deviation) was extracted and is provided as Table 1 in the Results section.

4.2.2. Graphical Plots of Means for Responses

Responses were sorted by computing program, and means were calculated for each topic within each
program. One chart with no topic detail was developed to show visually the overall pattern of means for
responses as they relate to each of the three computing programs, as well as to the overall means for all
responses. Additionally, four detailed bar charts were developed, three separately showing the means for
responses 10 the 68 survey questions for each of the three computing programs surveyed, and one showing
the means of all responses. These charts were examined for top exit level responses (exit levels of 3 or
above), and these responses were sorted in topic order and arranged in tables, in order by primary body of
knowledge group (1, I1, and ITI). Separate tables were prepared for cach computing program. Charts and
tables are provided in the Results section as Figures 8 and 9, and Tables 2, 3, and 4.

4.2.3. High Level Comparisons

In order to obain a different perspective on survey responses, means data was aggregated at level-2
of the body of knowledge. Topic responses were sorted and means were calculated under each of the
level-2 body of knowledge clements. These clements were then arranged in order under the three primary
body of knowledge groups, and presented for each of the computing programs. One table and one chart
were prepared and are provided in the Results section as Table § and Figure 10.

4.2.4. Majer Differences (“Deitas™)
Responses were sorted by computing program, and means differences (or deltas) were calculated for
three comparison groups (IS - CS, IS - SE, and CS - SE). '  One chart with no topic detail was developed

! Only three charts were prepared because the three other possibie difference combinations (CS - IS,
SE - IS, and SE - CS) are mirror images of the three charts which are provided, with a change in sign
(e.g., IS - CS = “negative means™ becomes CS - IS = “positive means™. )

16
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to show visually the overall pattern of differences in means for responses, as they relate to each of the
three comparison groups. The chart is included as Figure 11 in the Resuits section

4.2.5. Sorted and Cumuistive Means Comparisons

Means and cumulative means for topic responses were plotted on charts for each of the computing
programs. Means were plotted in descending order of importance. Cumulative means were plotted in the
same sort order, but with the value of each successive topic added to the value of the preceding topic. The
sorted means charts were used to identify the most significant topics (those at the top of the chart). The
cumulative means charts were used to identify total exit level requirements within each of the computing
programs. Data was also extracted from the sorted means charts and used to prepare tables of “top” exit
level requirements for the three computing programs. Charts and tables are presented as Figures 12 and
13, and Tables 12, 13, 14, and 15 in the Results section.

4.2.6. Principle Compounent Plots

4.2.6.1. Most Important Topics

The graphical plot charts of means for responses (previously described) were visually examined to
identify a breaking point for relatively “high™ exit level responses for survey questions (The point for exit
level 2.7 was selected ).* An imaginary “cut -off line” was drawn on charts at that point, and topics with
“high” respouses above that line were identified in tables showing the “most important” knowledge
elements for each of the three programs. The charts are presented as Tables 9, 10, and 11 in the Resuits

section.

 Exit level 2.7 was selected becanse visual inspection of all of the bar charts revealed this point divided a
significant but also limited number of responses above that point on all charts, and a 2.7 exit level
requires considerabile knowledge (on a scale of 1 t0 4).

17
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4.2.6.2. Major Differences in Knowledge Elements

The delta charts (previously described) were visually examined to identify major areas of difference
in responses to individual questions for the three programs. Tables of major differences (differences
greater than + .50) were prepared for cach of the three comparison groups for which charts were
developed. Data was analyzed and is presented in Tables 6, 7, and 8 in the Results section.

Survey results were analyzed using two methods: (1) inspection and comparison of survey response
against anticipated results, and (2) statistical analysis.

43.1. Inspection and Comparisom of Survey Response Data Against Anticipated Results
MMMMM“M@;"M“IMMWMMMM&MW

response data. These observations were compared with anticipated responses for each of the three

computing programs surveyed, and results were analyzed to determine if the hypotheses are supported.

4.3.2. Statistical Analysis of Survey Respoase Data

Data for statistical analysis of survey responses was developed in the following steps:

(1) Response data was entered on a Microsoft Excel® spreadsheet and sorted into the three
response groups (CS, IS, and SE). Means and standard deviations were obtained for responses to each of
the 68 topics within each of these groups.

(2) Means differences were obtained for responses to all topics within three comparison groups: IS -
CS, IS - SE, and CS - SE (e.g., the mean for all responses to topic 1 for CS was subtracted from the mean
for all responses to topic 1 for [S, producing a difference).

18
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(3) Student’s t-test technique was used to determine if the survey responses within each of the
comparison groups (¢.g., IS and CS for the IS - CS group) were “strongly different.” were “not strongly
different,” or were “strongly the same” for the two groups.’ The test produced “p-values.”

(4) A formula was developed and used to convert the p-values obtained from the t-test to both
positive and negative values, so that they could be sorted and charted into separate program groups for
comparison. For a given topic in a means comparison group (¢.g., IS - CS), if the topic of the first group's
mean is larger, the mean difference will be positive. If the topic of the second group’s miean is larger. the
mean difference will be negative. This fact was used to develop the p-value conversion formula: *

“P” = (absolutevalueof D + D)+ (1.0 - p-valueof D)

where:

“P” = The converted + p-value, and

D = The difference in means for one topic of a comparison group

(e.g., topic 1 for IS - CS).
(5) Comparison charts for means and “P”-values were developed. Means differences for each of the

68 topics were sorted (for descending means values) within each of the three comparison groups. and then
plotted on bar charts . Using the same sort (based on topic), “P”-values were plotted on bar charts.
Means and “P”-value charts are provided as Figures 14, 15, and 16 in the Results section of the thesis.

? Student’s t-test examines two samples and produces a t-value. Normally, t-values can be looked up in a
table to determine associated p-values. The p- value is a measure of the confidence that one sample is
similar to or different from the other. Responses for the three comparison groups were examined using
the Microsoft Excel® “TTEST" function for two-samples of unequal variance, with two distribution tails.
This fanction skips the step of providing the t-value for a given two sample comparison, and provides an
immediate p-value instead. High p-values for a topic indicate that the two samples have a high probability
of being different for thst topic. For this thesis, p-values equal to or greater than .95 were considered
“high”, and the compared samples were determined to be “strongly different”. Likewise, comparisons
with p-values equal to of less than .0S were considered to be “strongly the same™. Comparisons having p-
values between .05 and .95 were considered (0 represent “common” topics for which the two samples were
not strongly different and also not strongly the same.

* Using this formnia made it possible to chart p-values (converted to “P”-values) for one member of a
comparison group above the chart’s x-axis, and values of the other member of the group below the x-axis.

19
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These charts show graphically how responses for topics for compared computing programs are “strongly
different,” “not strongly different,” or “strongly the same.”

(6) The charts developed in Step 5 do not contain topic description detail. Tables for topic
descriptions and associated “P”-values for “strongly different” and “strongly the same” topics were
developed and are provided in Tables 16, 17, and 18 in the Results section.

(7) The charts developag.in Step 5 and the Tables developed in Step 6 do not contain topic
mmmmﬂmmm?@for“mmyywmm'maymem"

topics. Data for this detail were developed and is provided in Tables 19, 20, 21, and 22 in the Results
section. ‘
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S. RESULTS

5.1 Intreduction

Research was directed at examining the extent to which survey participants accepted the body of
knowledge for the three surveyed computing programs, and at establishing confidence levels for the extent
to which they identified similar and different exit level expectations for elements of the body of
knowledge.

The survey data set consisted of 140 responses. Each response was a record containing response ID,
respondent program classification (IS, CS, SE), and the exit level responses to the 68 topic questions (See
Appendix B). Topic means were computed for each program. These means were used to generate
comparative statistics for presentation in charts and in tables. Charts were used to graphically represent
significant differences and similarities between the programs. Tables were used to present word pictures

of response topics.

5. 2. Respoese to the Survey

Persons responding to the survey identified themselves with one of the programs surveyed, computer
science, information systems, or software engineering. Table 1 shows the number of persons responding
for each of the programs. The mean number of questions answered was 67.4, out of 68 questions, with an
overall standard deviation of 3.0. While the number of persons responding to the survey was small (140
out of approximately 1,000 persons surveyed), the standard deviation for the two smallest groups
responding (computer science and software engineering) was minimal. Notably, the standard deviation
for the smallest group responding (software engineering) was 0.0.

21
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Table 1. Number of participants, mean, and standard devistion for survey participation

’ MEAN
COMPUTING NUMBER (NUMBER OF STANDARD
PROGRAM PARTICIPANTS QUESTIONS DEVIATION
ANSWERED)

CS 26 67.9 0.4

IS 108 67.2 34

SE 6 68.0 0.0

TOTAL 140 67.4 3.0

5.3 Anglvsis of Servey Response
Survey results were analyzed by examining response data for three response comparison groups:
IS -CS, IS - SE, and CS - SE. These three groups cover ail possible comparison possibilities.
In addition to charts and tables contained in this section, data is also provided in three appendices:
(1) Appendix A is a complete copy of the body of computing knowledge provided with the survey.
(2) Appendix B is a complete list of the 68 survey questions (topics) used in the survey.
(3) Appendix C is response statistical data, including counts, means, and standard deviations for
survey responses. Data in Appendix C is provided for each of the computing programs for which data was
received.

Many of the resuits are organized around the three groups of the common body of computing

Group I. Corresponds to Questions 1 through 27 of the survey, and covers knowledge elements
pertaining to “Information Technology.” This group covers computer architectures, algorithms and data

structures, programming languages, operating systems, telecommunications, database, and artificial
intelligence. This part of the survey anticipated a strong CS response.

Group Il Corresponds to Questions 28 through 39 of the survey and covers “Organizational and
Management Concepts.” This group covers general organization theory, information systems
management, decision theory, organizational behavior, managing the process of change, legal and ethical
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aspects of information systems. professionalism, and interpersonal skills. This part of the survey
antici a IS

Group III. Corresponds to Questions 40 through 68 of the survey and covers “Theory and
Development of Systems.” This group covers systems and information concepts, approaches to systems
development, systems development concepts and methodologies, systems development tools and
and maintenance, and systems development for specific types of information systems. This part of the
survey anticipated a strong SE response.

5.4. Order of Presentgtion and Anglvsis
Results are provided based on direct analysis of means for survey responses, as well as Student’s

t-test analysis of these responses. Results are presented and analyzed under ecight headings:
(1) Pattern of responses (Section 5.5)
(2) Detailed means of responses (Section 5.6)
(3) High level comparisons (Section 5.7)
(4) Major differences (‘Deitas™) (Section 5.8)
(5) “Most important” topics (Section 5.9)
(6) Sorted and cumulative means comparisons (Section $.10)
(7) “Strongly different” and “strongly the same™ topics (Section 5.11)
(8) “Not strongly different” and “not strongly the same™ topics (Section $.12)
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5.5 Pattern of Respouscs

An overall visual impression of the similarities and differences in the total response to the survey can
be obtained by examining the means response charts in Figure 8.

Each chart plots 68 vertical bars (one per topic) on the horizontal axis. Roman numerals represent
the primary topic areas (1 - Information Technology, II - Organizational and Management Concepts, and
[1I - Theory and Development of Systems). The vertical axis represents exit knowledge levels (0 - 4) for
each topic.

The charts show that, while participants in each of the three computing programs accepted all
elements of the body of knowledge, they placed significant differences on their exit level expectations for
these elements. In general, without looking at any numbers, the following trends can be observed: (1)
information systems expectations are higher in Group II and higher than CS in Group [, (2) computer
science expectations are higher in Group I, lower than IS in Group II, and lower than SE in Group II.
and (3) software engineering expectations are a little lower than CS in Group L, lower than CS in Group
L and higher than CS in Group IIL
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5.6. Detailed Means of Responses
Figure 9 contains charts showing detailed means for the 68 survey questions, for each of the three

computing programs, plus means for all responses. It provides the detail not provided in Figure 8, which
contains only an overall visual representation. The charts show detailed means data. This same data is
presented in different formats throughout other sections of the Results. |

The charts show that the responses of participants were specific to the discipline with which they
identified themselves, i.c.,

(1) Persons identifying themselves with CS placed emphasis on information technology and
algorithm development knowledge elements more than on organization and management or development
of systems;

(2) Persons identifying themselves with IS placed emphasis on knowledge elements pertaining to
application of technology to organizations and on use of and&velopmemofsysmnsmotethaﬁon
technology; and

(3) Persons identifying themselves with SE placed emphasis on use of technology and development
of software more than technology or development of organizational systems.

Tables 2, 3, and 4 present means in the following exit knowledge ranges:

Exit Level
Table 2 3.00-3.25
Table 3 3.25-3.5
Table 4 3.50-4.00

By inspection of the tables, it is evident that each program respondent group places different
importance on specified topic levels. Explanation of these differences will be examined in subsequent
charts and tables. They are presented here to identify the fact there are differences in responses among the
program respondents.
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Table 2. Top "use level” exit levels for all programs,

range 3.00 - 3.25
G | T
R o
o P TOPIC DESCRIPTION
U I
P |l c | IS|cs|SsE
1 3R ~ [Fundamental data presentation ...
5 3.09 Formal probiems and problem. ..
6 322 Basic data structures
7 3.00 |Complex data structures
11 3.00 |Algorithm efficiency, complexity...
I 15 3.04 | 3.00 |Machine and assembly languages
16 3.08 Design, implementation... languages...
17 3.23 Architecture, goals... operating systems
18 3 Interaction of operating system...
22 3.04 Other operating system concerns
25 | 3.09 Networks -- architectures...
26 3.00 |Database
28 | 323 General organization theory
1 | 29 |32 Information systems management
35 | 3.01 Managing the process of change
38 | 3.22 ] 3.04 Legal and cthical aspects
41 3.23 | 3.00 |Approaches to systems development...
43 3.17 |Systems development concepts and...
4 324 3 Systems development tools and...
47 | 3.07 Project management (control)
48 | 3.19 | 3.04 | 3.00 [Project management (... documentation)...
54 3.00 {Information and business analysis
55 3.15 Information systems design (logical...)
m 56 | 3.23 3.00 |Information systems design (human...)
58 3.00 |Information systems design (software...)
59 1323 Information systems design (software...)
- 61 3 Information systems design (correctness...)
62 3.00 |Information systems design (verification...)
63 3.08 | 3.00 |Informatiom systems design (software...)
65 | 3.06 Information systems design( software...)
66 | 3.11 3.17 |Systems implementation and testing
67 3.17 |Systems operation and maintenance
68 | 3.15 Systems development for specific...
28
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Table 3. Top "intermediate level” exit levels for all programs,

range 3.25-3.50
R G| T
A R|]O
N o\|P TOPIC DESCRIPTION
G U|I
~E_ Pl C|IS|[CS|SE
2 35 CPU architectures and computer system..
8 35 Abstract data types
I 9 |34 3.33|File structures and access methods
N I]10 3.33|Sorting and searching data structures and...
T i1 33 Algorithm efficiency. complexity and metrics
E 19 33 Operating system process management
R 20 33 Memory management
M 3.25 26 3.5 Database
E to oj39 3.33 | Interpersonal skills —- oral and written...
D 3.50 40|33 Systems and information concepts
I 42 | 3.3 | 3.4 | 3.33|Approaches to systems development (systems...)...
A 4313434 Systems development concepts and...
T m|46]33 Project management (organization...)...
E 50 .33 |Configuration management (documentation)
55135 Information systems design (logical...).
57 | 3.4 | 3.3 | 3.33 |Information systems design (...requirements)...
58 133133 Information svstems design (...specifications)...

4
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Table 4. Top "application level” exit levels for all programs,

range 3.50 - 4.00
R G| T
A RO
N ojp TOPIC DESCRIPTION
G LI I
E P|C|lIS|CS|SE
1 3.5 | 3.83 |Fundamental data presentation and physical. ..
5 3.5 | 3.50 |[Formal problems and probiem solving
6 3.9 | 3.83 | Basic data structures
I| 8 3.50] Abstract data types
9 3.7 File structures and access methods
A 10 3.7 Sorting and searching data structures and...
Pl 35 12 3.6 | 3.50 |Recursive algorithms
P to 14 | 3.5 | 3.5} 3.50 |Programming languages
L 4.00 26 | 3.6 Database
Y Il | 39]3.7]3.5 Interpersonal skills
41| 36 Approaches to systems development (Models...)
49 3.50 {Configuration management (principles...)
M| s54] 3.6 Information and business analysis
55 3.67 | Information systems design (logical...)
59 3.7 | 3.67 | Information systems design (software design)
65 3.50 | Information systems dsigl( software tming
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S.7. High Level Comparisoms
The IS’97 body of knowledge is a four-level hierarchy organized in three major groups:
Groupl - Information Technology
GroupIl -  Organizational and Management Concepts
Groupll - Theory and Development of Systems

At the second level, each of the three groups is decomposed into an additional level. Table $ is
organized according to the major body of knowledge groups and shows the second level elements.
Computationally, the topic means are aggregated into the second level means. That is, summary topic
questions were aggregated for each second level groping.

Figure 10 contains means charts aggregated at level-2 of the body of computing knowledge. The 68
summary questions fall under 26 level-2 knowledge elements on the body of knowledge. Means for
mponsstotheqwsﬁonsweteavmgedundetthe%level-Zelemts,andplonedonchansfoiachof
the computing programs. One chart was also prepared for all responses.

The level-2 charts have the advantage of leveling out spikes, up or down, for responses to individual
questions. The charts show the following:

(1) IS is generally lower than CS and SE in Group I, higher than CS and SE in Group II, and higher
than CS and SE in Group I

(2) CSis higher than IS and SE in Group L It is lower than IS but higher than SE in group II, and
lower than IS, and mixed higher and lower than SE, in Group IIL

(3) SE is generally higher than IS but lower than CS in Group L. It is lower than CS and IS in Group
I1, and mixed higher and lower than CS in Group IIL

31
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Table S. Survey responses, aggregated at level-2 of the common body of computing knowledge

BK LEV-2| CHART

GROUP | NO. NO. TOPIC (Numbers in parentheses are survey topic numbers) CS | IS | SE | ALL
11 | Computer Architectures (1 - 4) I8 1237 283 ] 2.55

1.2 2 Algorithms and Data Structures (5 - 13) 3o} 2511324 ) 2,70

1.3 3 Programming Languages (14 - 16) 21244 ] 3006 ] 2610

I 14 4 Operating Systems (17 - 22) JI0 ] 2061 2671 2.28
1.5 5 Telecommunications (23 - 25) 2671 289] 267 | 2.84

1.6 6 Database (26) 46 ] 359 300 3.54

1.7 7 Antificial lnl%cnce (27) 2,731 2291 200 § 2.36

2.1 8 General Organization Theory (28) 23813231250 3.04

2.2 9 Information Systems Management (29 - 32) Lol | 273 ) 1.25 | 2.51

23 {1 Decision Theory (33) 2,021 2851 1.33 | 2.65

1l 2.4 1 Organizational Behavior (34) 2151299) 1671278
2.7 12 Managing the Process of Change (35) L8300 1331271

28 13 Legal and Ethical Aspects of IS (36) 2882991 2,50 ] 2,95

29 4 Professionalism (37) 269127212147 2.69

2,10 15 Interpersonal Skills (38 - 39) 327] 3461 283 | 3.40

KN | 16  |Systems and Information Conccpts (40) 2541321 233 | 3.9

32 17 Approaches to Sysicms Devclopment (41 - 42) 3291 347 3471 342

33 18  |Systems Development Concepts and Methodologics (43) 342134313171 3.4

: 34 19 Systems Development Tools and Techniques (44) Jou ) 32412501} 316
Il 3.5/3.6 20 Application Planning (and Risk Management) (45) 2502981 2171 2.86
37 21 Project Management (46 - 53) 24812782941 273

38 22 |Information and Business Analysis (54) 2641 3551300} 336

39 23 Information Systems Design (55 - 65) 30213091 3.12] 3.08

310 24 |Systems Implementation and Testing Strategics (66) 296 1 301} 307 3.9

u 25 |Systems Opcration and Management (67) 262|275 317 | 2.75

3.12 20 Systems Development for Specific Types of Information Systems (68) 2191 3.15) 2671 295
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Figure 10. Survey responses aggregated at level-2 of the combined body of computing knowledge
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S.8. Major Differences (“Deitas”™)

[n order to examine differences between the three programs, the differences between the topic means
were computed.  The differences between means are referred to as “deltas.”

Figure 11 shows differences (or “deitas™) for responses to the 68 survey questions, for the three
comparison groups. Actual means values are provided for all topics in Appendix C. The charts show:

IS - CS Chart With several exceptions, IS has lower exit levels than CS in Group L. In Group
L IS is only slightly higher than CS in topic 14 (programming languages) and in topics 23, 24. and 25
(telecommunications and networks), and topic 26 (database). In Group II, IS is higher than CS for all
topics, and in Group [I1, IS is generally higher than CS for most topics except 59, 61, 62, and 63 (all
pertaining to information systems design).

IS - SE Chart. The differences between IS and SE are similar to those between IS and CS for
Groups [and [I. In Group L, SE is lower than IS in topics 9 (file structures ), 14 (programming
languages), 23 and 25(telecommunications and networks), 26 (database), and 27 (artificial intelligence).
In Group IIL, IS is generally mixed higher and lower than SE, with topics 49 and 50 (pertaining to
configuration management) significantly hlghetforSE IS is significantly higher in Group III for topics
44 and 45 (pertaining to systems development).

CS - SE Chart. CS is consistently higher than SE in Groups [ and II. SE is slightly higher in
topics 1 (data presentation), 7 and 8 (data structures and data types), 24 (telecommunications), and 28
(organization theory). CS is lower than SE for most topics in Group III, especially for topics 49 and 50
(configuration management).

The data used to prepare the charts in Figure 11 was used to develop Tables 6, 7, and 8. The purpose
of the tables is to show the topics associated with the most important differences between the three
program groups. These tables show all topics with exit level differences at .50 and above and -.50 and
below on the difference charts. On each table there are two groups of topics, those with negative
difference values (without shading), and those with positive difference values (with shading). Topics
without shading are more important to one program; topics with shading are important to another. For
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example, on Table 6, the topics with shaded differences are more important to IS, and those without
shading are more important to CS.
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Table 6, Major differences between exit levels for IS and CS (Shading shows exit levels for topics more important to 1S)
""" NO. 1S CS DELTA 1S-CS QUESTION (TOPIC)

2 272 346 0,74 CPU architectures and computer systcim componcins

3 221 2.81 .59 Multiproccssor architecturcs

4 1.44 292 -1.48 Digital logic and sysicms

6 322 385 .62 Basic data structuscs

8 2,57 3.46 0,90 Abstract data types

10 2.81 in 091 Sonting and scarching data structures and algorithis

1 1.61 327 -1.66 Algorithm efficicncy, complexity and metrics

12 1.89 358 -1.69 Recursive algorithms

| 13 1.35 2,35 -1.04) Advanced consideration of algorithms

15 1.55 304 -149 Machine and asscmbly languages

16 2,23 3.08 -0.84 Design, implementation and comparison of programming languages
17 2,18 3.23 -1.05 Architecture, goals, and structurc of operating systems

18 208 kX1, ) 0,92 Intcraction of operating system and hurdware architecture

w 19 1.74 3.27 -1.53 Opcrating sysicm proccss management
~ 20 213 K] 118 Mcmory management

21 1.78 2.73 -0.95 Resource allocation and scheduling

22 2.44 304 .59 Other operating sysiem concerns

28 323 2,38 0.84 . |General organization theory
29 322 2.23 099 Information systems management

~ 30 2,81 1.73 ;08 : - |Other information systems management -- staffing, human resource. ..
il 3l 2,719 2.1y 0.60 “|Management of information systems sub-functions -- telecommunications, .
32 209 1.50 059 [Computcr operations management -- tape/DASD munagement, sccurity...
33 2.85 2.12 0.74 Decision theory -- measurcment and modcling, .,
34 2,99 2,15 0,84 Organizational behavior -- job design theory.,,
35 3.01 1.81 1,20 {Managing the process of change. .
40 3.26 254 | 0.73 - |Systems and information concepls -- gencral systems theory...
46 327 2.69 0,58 |Project management (organization and management)
my 7 3.07 2.58 .50 Project management (control)

54 3.55 2.64 091 Information and busincss analysis
68 3.15 2.19 0.6 Systems development for specific types of information sysicms




Table 7. Major differcnces between exit levels for IS and SE (Shading shows exit levels for topics more important to 1S)
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NO. IS SE | DELTA IS-SE QUESTION (TOPIC)

t 312 | 383 0.7\ Fundamental data presenation and physical represcmation of ..,

4 1.44 2.33 -0.89 Digital logic and systcims

6 3.22 383 .61 Basic data structurcs

8 257 | 3.50 0,93 Abstract data types

10 281 | 3.33 .52 Sorting and scarching data structurcs and algorithms

1l 1.6} 3.0 -1.39 Algorithm efficiency, complexity und metrics

12 1.89 | 3.50 -1.61 [Recursive algorithms

13 1.35 | 2,47 .82 Advanced consideration of algorithms

15 155 | 3.0 -1.45 Machine and assembly languages

18 208 | 2.83 0.75 Intcraction of operating system and hardware architecture

19 1.74 ] 2.83 -1.10 Operating system process management

20 2.13 2,67 .53 Mcmory management

21 1.78 | 2.50 A0.72 Resource allocation an scheduling

20 359 | A 0.59 Databusce

28 323 ] 250 | 0737 YGeneral organization theory

29 3.22 1,67 LSS - JInformation sysicms management

30 281 | L0 481 ]Other information sysicms manageme -- staffing, human resource. ..

3l 2,79 .67 |- - L13 - JManagement of information systcms sub-functions -- tclecommunications..,
2 209 | 067 | 143 . [Computcr opcrations management -- tape/DASD management, sccurity, eic.
33 285 | 133 | . 152 [Dccision theory -~ mcasurement and modcling; group decision process. ..
M| 299 ] 167 | 132 |Organizational behavior -- job design theory, teamwork, ...

35 kX1] 133 ] . 168 Managing the process of change -- stratcgics for motivating change...

37 | 272 | 217 | - 056 - [Professionulism -- certification issucs, current litcratuse. ..

38 322 } 233 | - 0.89 JPcrsonal skills -- proactive behavior, goal sciting, personal decision making. .
4«0 326 | 233 | 0093 ISysicms and information concepis ~- gencral systems theory. .,

41 360 | 3.00 X ‘JApproaches to systems devclopment (imodcls and tcchniques)

+H 329 | 250 |- 0.74 Systcms development tools und techniques -- CASE, Jackson tcchniqucs., ..
45 298 | 247 0.81 Systcms devclopment application planning - hardwarc, database, sccurity...
49 235 | 350 -1.15 Configuration management (principles, concepls, roles)

50 2.41 1.33 .93 Configuration management (documentation)

53 296 | 2.33 0.63 Praject tracking and closc down

54 3558 1 3 0.85 Information and business analysis
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Table 8. Major differences between exit levels for CS and SE (Shading shows exit levels for topics more important to CS)

NO, CS SE DELTA CS-SE | QUESTION (TOPIC)

2 3.46 283 | 0,63  JCPU architecturcs and computcr systcm components
L 4 2,92 2,33 ; “IDigital logic and systcms
17 323 2.50 Architecture, goals, and structure of operating systcms
2 3.3) 2,67 Mcmory management
27 2,73 200 | 00,930 JAnificial intelligence
29 2,23 167 | - 056 . finformation systcms management
30 1.73 .00 073 Other information systems management -- staffing, human resource..,
nl 3 2.19 1.67 0,83 [Management of information sysicms sub-functions -- (clccommunications..,
32 1.50 0.67 0,83 }Computer opcrations management - tapc/DASD management, security..,.
33 2.12 1.33 0,78 IDecision theory -- mcasurcment and modeling; group decision process...
37 2.69 217 0583 [Profcssionalism -- certification issucs, curremt literature. .,
k13 3.04 2.33 0,71 . IPcrsonal skills -- proactive behavior, goal sciting, personal decision making, .,
44 3.00 2,50 S 0,807 BSystems development tools and techniques -- CASE, Juckson techniques...
49 2,35 1.50 -1.15 Configuration management (principlcs, conceplis, roles)
50 2.19 KR X} -1.14 Configuration management (documentation)
1, 51 2.12 2,83 0.71 Configuration management (organizational structurcs, plans, (ools)

55 315 3.67 .51 Information systcms design (logical and physical design)
6l 3.00 2,50 0.5 . [information systcms design (software correciness und reliability)
05 2.88 3.50 0.62 Information systcms design( sofiware testing)
67 2,62 3.17 4,55 Systems operation and maintenance




5.9. “Most Important™ Topics

The topics considered to be “most important” for each of the three surveyed computing programs are
shown in Tables 9, 10, and 11. These tables were developed by visually examining the means charts in
Figure 9 and drawing imaginary dividing lines across cach chart. [nspection of these dividing lines
revealed that lines drawn on all charts at exit level 2.70 appeared to split the bars plotted on the charts
into a reasonable number of comparatively “high™ and “low™ bars.

Topics representing the “high™ bar plots were then sorted in descending means order within each of
the three primary body of knowledge groups, for cach computing program. The results entered in the
tables provide a picture of the most important topics in cach program, divided into the three primary body
of knowledge groups. The number of “most important™ topics, by program, and by group is:

Number of “most important” topics within
—cach body of imowiedgegroup

Group I Group I Group I

IS 10 11 24

cs 24 3 15

SE 16 1 3
40
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Table 9. Most important IS Topics in Groups [, II, and III (Mean greater than or equal to 2.70)

NO.} IS MEAN QUESTION (TOPIC)
26 3.59 |Database
14 3.54 |Programming languages
9 343 File structures and access methods
6 3.22 Basic data structures
Lt 3.12 |Fundamental data presentation and physical representation of ...
25 3.09 |Networks -- architectures and protocols; LANs...
5 3.09 Formal problems and problem solving
23 296 |Telecommunication — international standards. models...
10 2.81 Sorting and searching data structures and algorithms
2 2.72  |CPU architectures and computer system components
39 3.69 Interpersonal skills -- oral and written communication. writing documentation..
28 3.23  |General organization theory
38 322 Personal skills — proactive behavior. goal setting. personal decision making...
29 3.22 Information systems management
35 3.01 |Managing the process of change -- strategies for motivating change...
I | 36 299 |Legal and ethical aspects - software sales. licensing. contract fundamentals...
34 299  |Organizational behavior -- job design theory. teamwork. ...
33 285 |Decision theory —~ measurement and modeling; group decision process...
30 2.81  |Other information systems management — staffing. human resource...
31 2.79 |Management of information systems sub-functions -- telecommunications...
37 2.72 Professionalism - certification issues, current literature...
+1 3.60 {Approaches to systems development (models and techniques)
54 3.55 Information and business analysis
55 349 |Information systems design (logical and physical design)
57 343 Information systems design (software requirements)
43 343 Systems development concepts and methodologies -- data modeling...
42 334 Approaches to systems development (systems engineering considerations)
58 3.33 Information systems design (software specifications)
46 3.27 |Project management (organization and management)
40 3.26  |Systems and information concepts -- general systems theory...
L | 44 3.24  |Systems development tools and techniques -- CASE. Jackson techniques...
59 3.23 Information systems design (software design)
56 3.23 Information systems design (human computer interaction)
48{ 3.19 |Project management (systems and uses documentation)
68 3.15  [Systems development for specific types of information systems
66 3.11  |Systems implementation and testing strategies
47 3.07 |Project management (control)
65 3.06 Information systems design ( software testing)
63 299 |Information systems design (sofiware implementation)
45 2.98 |Systems development application planning - hardware. database. security...
53 2.96 |Project tracking and close down
64 2.92 Information systems design (software and hardware system integration)
60 291 Information systems design (software quality assurance)
61 2.86 Information systems design (software correctness and reliability)
67 2.75 Svstems operation and maintenance

LI
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Table 10. Most important CS topics in Groups L, I, and [II (Mean greater than or equal to 2.70)

NO.| CS MEAN QUESTION (TOPIC)
6 385 Basic data structures
10 3in Sonting and searching data structures and algorithms
9 3.69 File structures and access methods
12 3.58 Recursive algorithms
I 354 Fundamental data presentation and physical representation of ...
5 3.54 Formal problems and problem solving
14 33 Programming languages
2 346 CPU architectures and computer system components
8 3.46 Abstract data types
26 346 Database
[ |20 3.51 Memory management
11 3.27 Algorithm efficiency. complexity and metrics
19 3.27 Operating system process management
17 3.23 Architecture. goals. and structure of operating systems
16 3.08 Design. implementation and comparison of programming languages
15 3.04 Machine and assembly languages
2 3.04 Other operating system concerns
18 3 Interaction of operating system and hardware architecture
4 292 Digital logic and systems
25 2.85 Networks -- architectures and protocols: LANs...
3 281 Multiproessor architectures
7 2.77 Complex data structures
21 2.73 Resource allocation an scheduling
27 2.73 Antificial imelliﬁelce
39 33 Interpersonal skills -- oral and written communication. writing documentation..
I |38 3.04 Personal skills -- proactive behavior. goal setting. personal decision making. ..
36 2.88 _[Legal and ethical aspects — software sales. licensing. contract fundamentals..__ |
59 3.69 Information systems design (software design)
43 3.42 Systems development concepts and methodologies - data modeling. ..
42 3.35 Approaches to systems development (svstems engineering considerations)
57 3.31 Information systems design (software requirements)
38 3.31 Information systems design (software specifications)
+41 3.23 Approaches to systems development (models and techniques)
Iriss 3.15 Information systems design (logical and physical design)
63 3.08 Information systems design (software implementation)
48 3.04 Project management (systems and user documentation)
4 3 Systems development tools and techniques - CASE. Jackson techniques...
61 3 Information systems design (software correctness and reliability)
66 2.96 Systems implementation and testing strategies
65 2.88 Information systems design( software testing)
64 2.85 Information systems design (software and hardware system integration)
56 2.81 Information systems design (human computer interaction)

42
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Table 11. Most important SE topics in Groups L, I1, and III (Mean greater than or equal to 2.70)

NO.} SE MEAN QUESTION (TOPIC)

L 383 Fundamental data presentation and physical representation of ...
6 3.83 Basic data structures
5 3.50 Formal problems and problem solving
8 3.50 |Abstract data types
12 3.50 Recursive algorithms
14 3.50 Programming languages
9 3.33 File structures and access methods

L }]10 333 Sorting and searching data structures and algorithms
7 3.00 Complex data structures
1 3.00 Algorithm efficiency. complexity and metrics
15 3.00 Machine and assembly languages
26 3.00 Database
2 283 CPU architectures and computer system components
18 283 Interaction of operating system and hardware architecture
19 283 Operating system process management

. 25 2.83 Networks -- architectures and protocols. LANS...

IL | 39 3.33 Interpersonal skills —~ oral and written communication. wrigidocumenmion.._
35 3.67 |Information systems design (logical and physical design)
59 3.67 Information systems design (software design)
49 3.50 Configuration management (principles. concepts. roles)
65 3.50 Information systems design( software testing)
42 3.33 Approaches to systems development (systems engineering considerations)
50 333 Configuration management (documentation)
57 3.33 Information systems design (software requirements)
43 3.17  |Systems development concepts and methodologies -- data modeling. ..
66 3.17 Systems implementation and testing strategies
67 3.17 Systems operation and maintenance

L] 41 3.00 Approaches to systems development (models and techniques)
48 3.00 Project management (systems and user documentation)
54 3.00 Information and business analvsis
56 3.00 Information systems design (human computer interaction)
38 3.00 Information systems design (software specifications)
62 3.00 Information systems design (verification/validation of software quality ...)
63 3.00 Information systems design (software implementation)
46 283 Project management (organization and management)
47 2.83 Project management (control)
51 2.83 Configuration management (organizational structures. plans. tools)
52 283 Systems development quality assurance
60 283 Information systems design (software quality assurance)
64 2.83 _ |Information systems design (software and hardware system integration)

43
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5.10. Sorted and Cumnistive Means Comparisons
Means data was sorted to explore distribution of exit level knowledge. Both means (Figure 12) and

cumulative means (Figure 13) were plotted. Figure 12 presents data sorted on descending values of
means. Figure 13 contains charts with the same sort order used for Figure 12, but with each successive
means value added to the preceding, producing a cumulative means total.

Table 12 shows the data presented in Figure 12. Inspection of the charts and table shows which
topics are most important to the respective programs.

The charts in Figure 13 show that the total of exit levels for all three computing programs is
essentially the same, peaking at a total of just under 200 for all three programs.

Tables 13, 14, and 15 break out the data from Table 12 into the three program areas, and then
reorganize the data within each knowledge fevel range. The data within each range shows topic material

of significant importance to design of curricula within each program area.

44
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Table 12. Comparison of "top” exit level requirements

EXIT LEVELS 3.00 OR ABOVE
TOPIC CS TOPIC IS TOPIC SE
6 3.85 39 3.69 1 3.83
10 3.72 41 3.60 6 3.83
9 3.69 26 3.59 55 3.67
59 3.69 54 3.55 59 3.67
A 12 3.58 14 3.54 5 3.50
3.50) 1 3.54 8 3.50
5 3.54 12 3.50
14 3.50
49 3.50
. 65
8 346 58 3.33 9 3.33
26 346 46 3.27 10 3.33
43 342 40 3.26 39 3.33
B 42 3.35 44 3.24 42 3.33
3.29) 20 3.31 59 3.23 50 3.33
57 3.31 28 3.23 57 3.33
58 3.31 56 3.23 43 3.17
LL 3.27 6 3.22 66 3.17
19 3.27 38 3.22 67 3.17
17 3.23 29 3.22 7 3.00
41 3.23 48 3.19 11 3.00
55 3.15 68 3.15 15 3.00
16 3.08 1 3.12 26 3.00
63 3.08 66 3.11 41 3.00
C 15 3.04 25 3.09 48 3.00
(3.00) 22 3.04 5 3.09 54 3.00
38 3.04 47 3.07 56 3.00
48 3.04 65 3.06 58 3.00
18 3.00 35 301 62 3.00
44 3.00 A 63 3.00
61 3.00 RSN ST RERRERES )
COUNT 31 R 29 S 30
47
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Table 13. Top IS exit levels, sorted by knowledge type, exit fevel vange, group, topic, and exit evel

PmTxmaz=lerve>l

3.25-3.5%

54

RANGE | GROUP | TOPIC | IS TOPIC DESCRIPTION
| 4 1.54 [Progrumming languages
26 3.59 [Databusc
3.50 - 4.00 1] 39 3.69 ]Interpersonal skills -- oral and written communication. writing documcntation. .
m 4 3.60

Approaches to sysiems development (imodels and techniques)
Information and busincss anul

File structurcs and access methods

'SiS

40 3.26 |Systems and information concepts -- gencral systcms theory, .,

2 3.34 |Approachcs to systcms development (systems cagincering considerations)
m 43 343 |Systems development concepts and methodologics -- datn modeling, ..

46 3.27 |Project management (organization and management)

55 3.49 |Information systcms design (logical and physical design)

Information systcms design (software requircments)
Informution systems design (SORWAre §

Fundamental data presentation and physical representation of ...

ificutions)

| 5 3.09 {Formal problems and problem solving
6 3.22 |Basic data structures
235 3.09 ]Nctworks -~ architcciurcs and protocols; LANS...
28 3.23 |General organization theory
n 29 3.22 {information systcms management
U 35 3.01 |Managing the process of change -- strategics for motivating change...
S § 300-328 38 322 Personal skills -- proactive behavior, goal scuting. personal decision muking... |
E +4 3.24 [Systems development tools and techniques -- CASE, Juckson techniques. ..
47 307 |Projcct management (control)
48 3.19 |Projcct management (systems and user documentation)
it 56 3.23 information systcms design (humun computcer intcraction)
59 3.23 {luformation systems design (sofiware design)
05 3.06 {Information systcms desiga( software testing)
66 311 JSystems implementation and testing strategics
o8 3.15 |Systems development for specific types of information systems
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Table 14, Top CS exit levels, sorted by knowledge type, exit level range, group, topic, and exit level

RANGE | GROUP | TOPIC| CS TOPIC DESCRIPTION
1 3.54 |Fundamental data presentation and physical representation of ..,
5 3.54 [Formal problcms and problcm solving
A 6 3.85 |Busic dia structurcs
P | Y 3.69 [File structures and access mecthods
Pf3so-4.00 10 3.72 |Sorting and scarching data structurcs and algorithms
L 12 3.58 JRccursivc algorithms
Y 4 3.50_|Programming languages
i 39 3.50_Jimerpersonal skills -- oral and writicn communication, writing documentation..
m 59 3.69 {Information systcms design (software design)
2 346 [CPU architectures and computer system componets
i 8 3.46 |Abstract data types
N i i 3.27 |Algorithm cfliciency, complexity and metrics
T 19 3.27 |Operating systcm process management
E §3.25-350 20 331 |Mcemory management
R 26 1.46 |Databasc
M 42 3.35 |Approaches to sysicms development (sysiciis engincering considerations)
E m 43 342 |Systems development concepts and methodologics -- data modeling, .,
D, 57 3.31 |Information sysicms design (software requirements)
58 3.31 lInformation sysicms design (software specifications)
15 3.04 |Machinc and asscmbly languages
16 3.08 |Dcsign, implementation and comparison of programming languages
i 17 3.23 {Architccture, goals, and structure of operating sysiems
18 3.00 Hntcraction of aperating system und hardware architecture
u 22 3.04_[Onher operating systcm concerns
S J300-325 i 38 3.04_|Personal skills -~ proactive behavior, goul scuting, personal decision making. ..
E 41 3.23 |Approachces to systems development (modcls and techniques)
H 3.0 |Systcms development tools and techniques -- CASE, Juckson techniques...
i 48 3.04 JProject management (sysicms and uscr documcentation)
58 315 {information sysicms design (togical and physical design)
1 J.00 {lnformation systems design (softwire correctness und relinbility)
03 3.08_{Information systcms design (softwarc implementation)
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Table 1S, ‘Top SE exit levels, sorted by knowledge type, exit level, range, group, topic and exit fevel

INTERMED.

3.25-3.50

10

RANGE GROUP | TOPIC | SE TOPIC DESCRIPTION
! 3.83 {Fundamental data presemtation and physical representution of ...
5 3.50 |Formal problcms and problem solving
A i 6 383 |Basic data structurcs
P 8 31.50 |Abstract data types
P J3s0-400 12 3.50 |Recursive algorithms
L 14 3.50 |Programming languages
Y 49 3.50 JConfiguration managemeni (principlcs, concepts, rolcs)
m 55

3.67 [Information systems design (logical and physical design)
3.67 {lnformation systcmms design (softwarc design)
3.50 JInformation systcms design( softwarc esting)
File structures and access mcthods
3.33 _|Sorting and scarching data structurcs and algorithms

39

3.33 Jintcrpersonal skills -- oral and writicn communication, writing..

42

333 |Approaches to systems development (systems engincering...)...
Configuration management (documentistion)
Information systcms design (sofiwarc requircmeints)

Complex data structures

1 i J.00 JAlgorithm cfficicncy, complexity and mctrics
15 J.00  IMachinc and asscmbly languages
20 3.00  1Databasc
41 3.00 [Approaches (o systems development (models and techniqucs)
U 43 1.17 [Systems development concepts and methodologics -- duta modcling, ..
S § 3.00-325 48 3.00 [Project management (systcms and user documentation)
E 54 3.00 [Information and busincss analysis
m 56 3.00 [Information systcms design (human computer intcraction)
58 300 Hinformation systems design (software specifications)
62 3.00 [Information systems design (verification/validation of software...)...
63 3.00 [Information systcms design (softwarc implementation)
66 317 {Systems implementation and testing strategics
07 317 [Systems operation and mainicnance




5.11. “Strougly Different” and “Strongly the Same” Topics
Figures 14, 15, and 16 contain charts of sorted means differences or “deltas™ (Chart 1), and “p~

values (Chart 2), for topics within the three comparison groups (IS - CS, IS - SE, and CS - SE). Means
difference valucs were plotted on the charts with their actual values. The “p” values. as explained below.
are entered on the charts as “P” values, according to a conversion formula.

(1) Chart |, Figures 14, 15, and 16. Means difference values that are positive all appear on the left
side of the charts, above the x-axis. Means difference values that are negative appear on the right side of
the charts. under the x-axis. Since the means difference values are sorted in descending order, this results
in all of the values for one program being above the x-axis, and all of the values for the other program
being below the axis. For example, in Chart 1 on Figure 14. ail topics which have higher IS emphasis
appear on the left side of the chart (above the x-axis), and all topics having a higher CS emphasis appear
on the right side of the chart (below the x-axis). Topics plotted in the center of the chart have essentially
the same value.

Topic numbers and actual means difference values are not shown on Chart | because the purpose of
the chart is to provide a visual impression of how the means difference values for two compared programs
are related. Actual topics and values are presented later, and the relevance of the charts becomes evident
when Chart 2 is examined.

(2) Chart 2. Figures 14, 15, and 16. The p-values for means differences were plotted on Chart 2 as
“P” values, using the conversion formula:

P = (absolute valueof D ~ D)+ (1.0 - p-value of D), where
P = the converted + p-value, and D = the difference in means for one
topic of a comparison group (e.g., topic 1 for IS - CS).

Use of this formula enabled p-values to be plotted on both sides of the x-axis. Chart 2 on all figures
contains converted p-values for means differences plotted in the same sort order as shown in Chart 1.
What the charts permit is comparison of p-values for one program, compared with another, on two
different sides of the x-axis. Topics with a high positive “P” value (.95 to 1.00) appear on the left side on
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top of the x-axis, and those with a high negative “P” value (-.95 to -1.00) appear on the right side of the
chart on the bottom of the x-axis. Topics with similar values (0 to £ .05) appear in the middle of the
chart. on both sides of the x-axis.

“P” values are a measure of the probability that one population sample is different from or the same
as another. “High” values suggest that compared samples are different. and similar values suggest that
they are the same. The significance of how these values can be used to compare programs can be
illustrated by examination of one of the charts, Chart 2 on Figure 14. On this chart, topics labeled as
“strongly IS” (plotted with “P”” values of .95 to 1.0) all appear on the far left side of the chart, and topics
labeled as “strongly CS” (plotted with “P” values of -.95 to -1.00) all appear on the right side. Topics
labeled as “strongly the same™ (plotted with “P” values between .05 and -.05) all appear in the center of
the chart.

Topics labeled “strongly IS™ are those which receive much more emphasis by IS than by CS.
Likewise, those labeled “strongly CS™ are those which receive much more emphasis by CS than by IS.
Those labeled “strongly the same” are those which receive essentially the same emphasis by both IS and
CS. Topics falling in between these ranges are “common” topics in the two programs. They are of course
important. but they are not more strongly emphasized by either of the programs. when compared to each
other.

Tables 16, 17, and 18 contain the detail for means differences and “P” values for the topics plotted
on Figures 14, 15, and 16 as being strongly different or the strongly the same. Detail for “common™

topics is provided in the next section.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-uoissiwiad noyum pauqiyosd uononpoidas Joyund “Jaumo ybuAdoo auy jo uolssiwliad yum paonposday

Chart 1. Delta IS - CS Means

2,00 -

IS cvit ey els e hiet

ol || [[[TTTTT -
0.00 - Ill]]llll'l'l".lll.lllllllllllll-----—l|l||l.ll|lll||"ll'|

Chart 2. “P” of 1S/CS

Strongly the
1.00 Same
- m||||||||||I|III I
0.w ) J ||| |".l---ll|
080 L - e = I""I" Strongly CS
-1.00 '

NOTE. Topic numbers and actual valucs were intentionally not provided in these charts. Detail is provided in other
figures and tables,

Figure 14. Emphasis placed on survey topic exit levels by 1S and CS survey particvipants,
as shown by meany differcaces and “P" values




‘uolssiwiad noypm payqiyosd uononpoldal Joypng “Isumo BuAdoo ay) Jo uoissiwiad ypm psonpoidey

173

Chart 1. Delta IS - SE Means

o

~ Dl

0.00 - """"lllllllllmu.....-4 -m"'""“"““““"I“
Chart 2, “P” of IS/SE

1.00 - Slrongly the Same

w 21411117
0.00 l'llllll-."““l SE

Strongly IS
050 | . e e e

100 ' - -

NOTE. Topic numbers and actual values were intentionally not provided in these charis. Detail is provided in other
figures aud tables.

Figure 1S. Emphasis placed on survey topic exit levely by IS and SE survey participants,
as shown by meuns differences and “P” values




SON[RA  Jo PUR KIIUIIIIP SURIL S UAMOYS S0

syundppand Saaans g pun § Sop 533 yxo Hdop Saaans uo paseyd seydwy 9 an¥yyg

‘sojqey pue sasmdy

Joto w papiaoad st o) spege ssoip me papraosd jou Spruonusin stam sonjea [emae pue siaquinu aido, HION

_E___m__ T —

———

;;gégzgégim

Ajduong
awmug
ay) ABuong 00’1

AS/SDJ0 i dv THey)

SO

Ajduong
[RITTIY AR INIANENEN 0s'1-
et e e e e ieiaemn s mmamnen  amems, go—t

. N nnmm

AT I AR TA NG|

SuRI 7S - SO ¥I3Q

00’1

RRLLLN

55

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



PRpege

Table 16. Probability of shared emphasis in topics between IS and CS

DELTA
EMPHASIS IS-CS|"P" of QUESTION (TOPIC)
NQO.| MEAN |IS-CS
35) L2 1.00 [Managing the process of change -- strategies for motivating ..
30 1.08 1.00 jOther information systems management -- staffing. human...
29| 099 1.00 |Information systems management
68 | 0.96 1.00 |Systems development for specific types of information...
4| 091 1.00 }Information and business analysis
28| 084 1.00 |General organization theory
34| 084 1.00 [Organizational behavior -- job design theory. teamwork...
331 074 1.00 |Decision theory -- measurement and modeling: group...
STRONGLY| 40 | 0.73 0.99 |Systems and information concepts - general systems...
IS 31 0.60 0.98 |Management of information systems sub-functions - telecom. ..
32| 059 0.97 |Computer operations management - tape/DASD manage...
46 | 0.58 0.99 |Project management (organization and management)
47 | 0.50 0.96 |Project management (control)
451 048 0.97 |Systems development application planning - hardware...
53| 046 0.96 |Project tracking and close down
56 | 042 0.96 |Information systems desigg (human computer interaction)
STRONGLY| 49 | 0.00 0.01 |Configuration management (principles. concepts. roles)
THE 43| 0.00 0.01 |Systems development concepts and methodologies - data. ..
SAME 42 | 001 | -0.05 |Approaches to systems development (systems engineering..)
l <0.42 | -0.98 {Fundamental data presentation and physical representation...
27 | 044 | -0.96 [Anificial intelligence
5 0.45 | -0.99 {Formal problems and problem solving
59 { -0.46 | -1.00 |Information systems design (software design)
3 <0.59 | -1.00 JMultiproessor architectures
22 | -0.59 | -1.00 |Other operating svstem concerns
6 <0.62 | -1.00 |Basic data structures
2 -0.74 | -1.00 |CPU architectures and computer system components
STRONGLY| 16 | -0.84 | -1.00 [Design. implementation and comparison of programming...
CS 8 <0.90 | -1.00 |Abstract data tvpes
10 | <091 | -1.00 |Sorting and searching data structures and algorithms
18 | -0.92 | -1.00 [Interaction of operating system and hardware architecture
21 | <0.95 | -1.00 |Resource allocation an scheduling
131 -1.00 | -1.00 |Advanced consideration of aigorithms
17 | -1.05 | -1.00 [Architecture. goals. and structure of operating systems
20| -1.18 | -1.00 |Memory management
4 | -1.48 | -1.00 |Digital logic and systems
15 ] -1.49 | -1.00 {Machine and assembly languages
19 | -1.53 | -1.00 |Operating system process management
11 | -1.66 | -1.00 |Algorithm efficiency. complexity and metrics
12| -1.69 | -1.00 [Recursive algorithms
E 56
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Table 17. Probability of shared emphasis in topics between IS and SE

DELTA
INTEREST IS-SE | "P” of QUESTION (TOPIC)
NO.] MEAN| IS -SE
30| L8l 0.99 |Other information systems management - staffing...
35| L.68 0.99 [Managing the process of change -- strategies for...
29| 155 0.99 |Information Systems management...
331 1.52 1.00 |Decision theory - measurement and modeling: group...
STRONGLY] 32| 143 0.99 |Computer operations management ~- tape/DASD...
IS 34 132 1.00 |Organizational behavior -- job design theory. teamwork ...
31 1.13 0.98 |Management of information systems sub-functions...
40| 093 1.00 |[Svstems and information concepts -- general systems...
387 089 0.99 |Personal skills - proactive behavior. goal setting...
371 0.56 0.98 |Professionalism -- certification issues. current literature...
STRONGLY| 42 | 0.00 0.01 [Approaches to systems development (svstems...)...
THE SAME | 63| -0.01 | -0.02 }Information svstems d&nﬂ (software implementation)...
6 | 0.6l | -0.99 |Basicdata structures...
1] <0.71 | -0.99 |Fundamental data presentation and physical ...
21} 0.72 | -0.98 |Resource allocation an scheduling...
131 082 | -1.00 |Advanced consideration of algorithms...
STRONGLY] 4 | -0.89 | -0.96 |Digital logic and systems...
SE 50| <093 | -0.96 |[Configuration management (documentation)...
8 | 093 | -0.99 |Abstract data types...
19| -1.10 | -<0.99 |Operating svstem process management...
491 -L.15 | 098 [Configuration management (principles. concepts. roles)..
| -1.39 | -0.99 |Algorithm efficiency. complexity and metrics...
I5] -1.45 | 099 [Machine and assembly languages...
12] -1.61 -1.00 JRecursive algorithms
57
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Table 18. Probability of shared emphasis in topics between CS and SE

DELTA
INTEREST CS-SE| "P" of QUESTION (TOPIC)
NQ.| MEAN | CS-SE
33| 0.78 0.98 |Decision theory — measurement and modeling: group...
STRONGLY| 17| 0.73 0.98 |Architecture. goals. and structure of operating sys...
CS 271 073 0.96 |Anificial intelligence...
381 071 0.97 |Personal skills - proactive behavior. soal setting. .
6 | 001 | 005 |Basicdata structures... |
STRONGLY| 25| o001 0.03  |Networks - architectures and protocols: LANs...
THE 42| 0.01 0.03  |Approaches to systems development (systems eng...)...
SAME 641 001 0.03 |Information systems design (software and hardware...)...
4] 0.00 0.00 |[Programming languages...
571 -0.03 -0.05 |{Information systems daigl(soft\mre requirements)...
STRONGLY| 50| -L14 -0.98 |Configuration management (documentation)...
SE 49| -L1I5 -0.98 _|Configuration management (principles. concepts...)...
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S.12. “Not Strougly Different” and “Not Sroagly the Same” Topics

Tables 19, 20, and 21 are a follow-on to the charts and tables presented in the previous section. They
identify topics which have “common” emphasis within each of the comparison groups. These tables
contain all of the topics not contained on the previous charts for “strongly the same™ or “strongly
different.”

Table 22 is a list of “common” topics which ail of the surveyed computing programs appear to
share in common, but which are not “strongly the same” or “strongly different” in any of them.
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Table 19. Topics not strongly different between IS and CS

Delta
INTEREST |NO.|IS-CS| "P" of QUESTION (TOPIC)
Means | IS/CS
7 | -0.14 | -0.58 |Complex data structures
9 | 0.27 | -094 {File structures and access methods
4] 004 0.19 |Programming languages
231 0.27 0.80 |Telecommunication - international standards. models...
24| o016 0.58 |Telecommunication -- bridges. routers. gateways...
25| 025 0.84 |[Networks -- architectures and protocols: LANs...
26 0.13 0.61 |Database
36 | o.11 0.37 |Legal and ethical aspects -- software sales. licensing...
371 o0.03 0.09 |Professionalism -- certification issues. current literature...
38| o0.18 0.56 (Personal skills - proactive behavior. goal setting. personal...
39| 0.19 0.72 |jInterpersonal skills —~ oral and written communication..
41| 037 0.93 |Approaches to systems development (models and...)...
42 | -0.01 | -0.05 }jApproaches to systems development (systems...)...

NOT 43| 0.00 0.01 |Systems development concepts and methodologies - data...
STRONGLY | 44| 0.24 0.77 |Systems development tools and techniques — CASE...
DIFFERENT | 48 | 0.15 0.50 |Project management (svstems and user documentation)

BETWEEN | 49| 0.00 0.01 |Configuration management (principles. concepts. roles)
ISANDCS | 50 | 021 0.59 |Configuration management (documentation)
51 0.23 0.73 |Configuration management (organizational structures...)...
52| 027 0.68 |Systems development quality assurance
551 033 0.83 |Information systems design (logical and physical design)
571 o012 0.54 |Information systems design (software requirements)
58 | 0.02 0.07 [Information systems design (software specifications)
60 | 0.37 0.90 |Information systems design (software quality assurance)
6l | -0.14 | -0.54 |Information systems design (software correctness and...)...
62 | -0.12 | -0.37 |Information systems design (verification/validation of...)...
63 ) 009 | -0.32 |Information systems design (software implementation)
64| 007 0.24 |Information systems design (software and hardware...)...
65| 0.17 0.59 |Information systems design( software testing)
66| 015 0.49 [Svstems implementation and testing strategies
67 ] 0O.14 0.46 |Svstems operation and maintenance
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Table 20. Topics not strongly different between IS and SE

Delta
INTEREST | NO.| IS-SE | "P" of QUESTION (TOPIC)
Means | IS/SE
2 0.11 | -0.26 [CPU architectures and computer system components...
3 <0.12 | -0.26 jMultiproessor architectures...
5 041 | -0.71 |Formal problems and problem solving...
7 <0.37 | -0.64 |Complex data structures...
9 0.09 0.30 |[File structures and access methods...
10 -0.52 <0.94 |Sorting and searching data structures and algorithms. ..
14 0.04 0.13 |Programming languages...

NOT 16 0.43 -0.89 |Design. implementation and comparison of programming, ..
STRONGLY | 17 | -0.32 | -0.77 |Architecture. goals, and structure of operating. ..
DIFFERENT | 18 -0.75 | -0.88 |Interaction of operating system and hardware...

BETWEEN | 20 -0.53 -0.82 |Memory management...

ISANDSE | 22 | -0.22 | -0.37 |Other operating system concerns...
23 0.46 0.90 |Telecommunication ~ international standards. models...
24 <0.04 | -0.10 |Telecommunication -- bridges. routers. gateways...
25 0.26 0.55 |Networks -- architectures and protocols: LANS...
26 0.59 0.93 |Database...
27 0.29 0.67 |Antificial intelligence...
28 0.73 0.91 |General organization theory...
36 049 0.78 |Legal and ethical aspects - software sales. licensing...
39 0.36 0.84 |Interpersonal skills -- oral and written communication..
41 0.60 0.84 |Approaches to systems development (models and...)...
42 0.00 0.01 |Approaches to systems development (systems...)...
43 0.26 0.55 |Svstems development concepts and methodologies. ..
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Table 20, continued

Deita
INTEREST | NO.| IS-SE | "P"of QUESTION (TOPIC)
Means | IS/SE
44 0.74 0.92 |Systems development tools and techniques — CASE...
45 0.81 0.85 |Systems development application planning - hardware...
46 044 0.67 |Project management (organization and management)...
47 0.24 0.32 |Project management (control) ...
48 0.19 0.36 |Project management (systems and user documentation)...
51 048 <0.71 |Configuration management (organizational structures...)...
NOT 52 0.18 <0.28 |Systems development quality assurance... -
STRONGLY] 53 0.63 0.80 [Project tracking and close dowmn...
DIFFERENT] 54 0.55 0.66 |Information and business analysis...

BETWEEN | 55 -0.18 -0.38 |Information systems design (logical and physical...)...

ISANDSE ] 56 0.23 043 |Information systems design (human computer.._.)
57 0.10 0.21 }Information systems design (software requirements)...
58 0.33 0.44 }Information systems design (software specifications)...
59 0.43 <0.74 {Information svstems design (software design)...
60 0.07 0.11 {Information systems design (software quality assurancc)...
61 0.36 0.55 |Information systems design (software correctness...)...
62 0.46 -0.73 {Information systems design (verification/validation...)...
63 -0.01 -0.02 |Information systems design (software implementation)
64 0.08 0.19 |Information systems design (software and hardware...)
65 0.44 -0.74 |Information systems design( software testing)...
66 -0.05 <0.13 |Systems implementation and testing strategies...
67 041 -0.75 |[Systems operation and maintenance...
68 0.48 0.62 |Svstems development for specific tvpes of information.
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Table 21. Topics not strongly different between CS and SE

Deita
INTEREST | NO.| CS-SE| "P" of QUESTION (TOPIC)
Means | CS/SE
1 0.29 -0.80 |Fundamental data presentation and physical ...
2 0.63 0.89 |CPU architectures and computer system
3 0.47 0.76 |Multiproessor architectures
4 0.59 0.84 |Digital logic and systems
5 0.04 0.08 |Formal problems and problem solving
6 0.01 0.05 |Basic data structures
7 -0.23 -0.42 [Complex data structures
8 0.04 <0.11 |Abstract data types
9 0.36 0.83 (File structures and access methods
10 0.39 0.85 |Sorting and searching data structures and
11 0.27 0.47 |Algorithm efficiency. complexity and metrics
12 0.08 0.22 |Recursive algorithms
NOT 13 0.18 0.50 }Advanced consideration of algorithms
STRONGLY] 14 0.00 0.00 |Programming languages
DIFFERENT] 15 0.04 0.07 |Machine and assembly languages
BETWEEN | 16 0.41 0.84 |Design. implementation and comparison of programming. ..
CSANDSE ] I8 0.17 0.29 |Interaction of operating system and hardware
19 0.44 0.77 |Operating system process management
20 0.64 0.88 |[Memory management
21 0.23 0.59 |Resource allocation an scheduling
22 0.37 0.57 jOther operating system concerns
23 0.19 0.48 |Telecommunication -- international standards. models...
24 -0.21 -0.40 |Telecommunication -- bridges. routers. gateways...
25 0.01 0.03 {Networks - architectures and protocols: LANSs...
26 0.46 0.85 |Database
281 0.12 <022 |General organization theory
29 0.56 0.72 |Information systems management
30 0.73 0.81 |Other information systems management -- staffing ..
31 0.53 0.78 |Management of information systems sub-functions...
32 0.83 0.93 |Computer operations management -- tape/DASD...
34 0.49 0.88 |Organizational behavior - job design theorv. teamwork. ..
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Table 21. continued

Delta

INTEREST | NO. CS-SE| "P" of QUESTION (TOPIC)
Means | CS/SE

35 047 0.65 |Managing the process of change -- strategies for...
36 0.38 0.65 }Legal and ethical aspects -~ software sales. licensing. ..
37 0.53 0.93 |Professionalism -- certification issues. current literature...
39 0.17 0.46 |Interpersonal skills - oral and written communication..
40 0.21 0.47 |Systems and information concepts — general syvstems. ..
+1 0.23 0.41 |Approaches to systems development (models...)
42 0.01 0.03 | Approaches to systems development (systems...)...
43 0.26 0.52 |Swstems development concepts and methodologies. ..
+4 0.50 0.77 |Syvstems development tools and techniques - CASE...
45 0.33 0.46 |Systems development application planning - hardware...
46 0.14 <0.24 |Project management (organization and management)
47 -0.26 -0.33 |Project management (control)

NOT 48 0.04 0.07 |Project management (systems and user documentation)
STRONGLY]} 51 Q.71 -0.85 ]Configuration management (organizational structures...)...
DIFFERENT] 52 0.45 -0.57 |Systems development quality assurance

BETWEEN |} 53 0.17 0.27 |Project tracking and close down

CSANDSE] 54 -0.36 -0.45 |Information and business analysis
55 -0.51 -0.77 |Information systems design (logical and physical...)...
56 0.19 -0.35 |Information systems design (human computer...)...
57 -0.03 -0.05 |Information systems design (software requirements)
58 0.31 0.40 |Information systems design (software specifications)
59 0.03 0.06 |Information systems design (software design)
60 -0.29 -0.41 |Information systems design (software quality assurance)...
61 0.50 0.69 |Information systems design (software correctness...)...
62 -0.35 <0.56 |Information systems design (verification/validation...)...
63 0.08 0.14 |Information systems design (software implementation)...
64 0.01 0.03 |Information systems design (software and hardware...)...
65 0.62 -0.85 |Information systems design( software testing)
66 -0.21 -0.41 |Systems implementation and testing strategies
67 -0.55 <0.84 |Systems operation and maintenance
68 047 -0.59 |Svstems development for specific tvpes of information...
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Table 22. Topics for which interests are not strongly different between all programs

NOT STRONGLY DIFFERENT BETWEEN ALL PROGRAMS
Deita (Means) "P” of:
NO.[TS-CS| IS - SE]CS - SE| IS/CS | IS/SE | CSISE] QUESTION (TOPIC)
7] 0.14 | 037 ] -0.23 <0.58 | 064 | -0.42 jComplex data structures...
-0.27 | 0.09 036 | 094 | 0.30 0.83 §File structures and access methods...
14] 004 | 004 | 000 | 0.19 | 0.13 | 0.00 JProgramming languages...
231 0.27 0.46 0.19 0.80 0.90 0.48 JTelecommunication -~ international...
241 0.16 0.04 | -0.21 0.58 <0.10 | -0.40 JTelecommunication - bridges. routers...
25§ 0.25 0.26 0.01 0.84 0.55 0.03 INetworks -- architectures and protocols...
261 O.13 0.59 0.46 0.61 0.93 0.85 [lDatabase
36] 011 | 049 | 038 | 037 | 078 | 065 JLegal and ethical aspects — software...
391 0.19 0.36 0.17 0.72 0.84 0.46 JInterpersonal skills - oral and written...
411 0.37 0.60 0.23 0.93 0.84 0.41 jApproaches to systems dev... (models...)
421 001 0.00 0.01 0.05 0.01 0.03 JApproaches to svstems dev...(svstems...)
43| 0.00 0.26 0.26 0.01 0.55 0.52 JSvstems development concepts and...
4] 0.24 0.74 0.50 0.77 0.92 0.77 |Svstems development tools...
48] 0.15 | 0.19 | 004 ] 050 | 036 | 0.07 JProject management (systems and user...)
51] 023 | 048 | 071 | 073 | ©0.71 | 0.85 |Configuration management (organiza...)
52} 0.27 0.18 0.45 0.68 -0.28 -0.57 JSvstems development quality...
55)] 0.33 -0.18 | -0.51 0.83 -0.38 | -0.77 |Info sys design (logical and...)
571 0.12 | 010 | 003 | 054 | 021 | -0.05 Jinfo sys design (software requirements)
58) 002 0.33 0.31 0.07 0.4 0.40 {fInfo sys design (software spec...)
60 ] 0.37 0.07 <0.29 0.90 0.11 -0.41 jinfo sys design (software quality...)
611 -0.14 0.36 0.50 -0.54 0.55 0.69 }info svs design (software correctness...)
62§ 0.12 | 046 | 035 ) 037 | 0.73 | -0.56 Jinfo svs design (verification/validation...)
631 -0.09 | -0.01 0.08 <0.32 -0.02 0.14 }Info sys design (software imple...)
6441 007 0.08 0.01 0.24 0.19 0.03 _}Info sys design (software and hardware...)
65§ 0.17 | 044 | 062 | 059 | -0.74 | -0.85 JInfo sys design ( software testing)
66 0.15 005 | -0.21 0.49 <0.13 | 041 |Systems implementation and testing...
671 0.14 <041 -0.55 0.46 €0.75 | -0.84 JSvstems operation and maintenance...
65
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6. DISCUSSION OF RESULTS

The thesis investigates the hypotheses that survey participants accept 2 common body of computing
knowledge, and that they place both similar and different emphasis on key topics of the body of
knowledge based on their identification with one of the three surveyed computing programs.  If they do
accept the body of knowledge and identify significant anticipated differences and similarities within the
programs, this would have significant impact on future curriculum development efforts for the three

programs. Exploring the hypotheses requires analysis of survey data to address the following issues:

The body of knowledge appears to be acceptable to all survey participants since they almost
universally assigned exit levels to the knowledge elements in the body of knowledge, they did not reject
any of the elements, and they did not offer any new elements. This observation is supported by answers
to several questions:

(1) Was the survey instrument valid?

The survey was a pilot effort, this being the first attempt to survey computing professionals in
computer science, information systems, and software engineering concerning their acceptance of a
common body of knowledge for the three programs. The validity of the survey instrument can be
established thorough its usefulness in gathering initial information conceming acceptance of the body of
knowledge and identification of knowledge exit levels. The fact is that most of the survey participants
answered most of the questions (See Table 1.), and none of the participants submitted additional clements
for consideration in the body of knowledge
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(2) Were the survey knowledge elements and exit levels recognized?

Participants indicated they understood the content of the summary questions and exit level
designations by their ability to answer the questions, and by the consistency of their answers within their
program groups. Participants used the knowledge levels, including the response “no assumed knowiledge
is relevant.” in completing the survey. Also, there were no complaints regarding comprehension of the

knowledge levels.
(3) Was the survey sample valid?

The survey instrument was identified as the, “IS’9S Survey of Curriculum Issues - Computer
Science, Information Systems, and Software Engineering.” Of approximately 1,000 persons surveyed.
140 responded. This included 108 for information systems, 26 for computer science, and only 6 for
software engineering.  This imbalance in survey participation between the three computing programs
raises some concerns:

One concern is that the survey originated as an information systems survey effort, and the
documentation that accompanied the survey instructions (including the common body of computing
knowledge) was labeled as pertaining largely to “information systems.” It is certainly possible that
potential survey participants became confused when reviewing these materials, and declined to participate
based on their assumption that the survey pertained primarily to information systems professionals.

Another concern is that the primary source of participants was lists of attendees at meetings of
with either information systems or computer science. Whilethesuﬂmeug’neeﬁngn;sponsetothc
survey is helpful as a starting point for comparison with information systems and computer science, the
response is probably inadequate for use in developing substantial conclusions. An unsuccessful attempt
was made to get responses from software engineers, and approximately 100 names of potential reviewers
were obtained from the Software Engineering Institute at Camegie Mellon University. However, only 6
persons identifying themselves as software engineers responded to the survey.
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A major proposition of the hypothesis is that there are significant similarities and differences
between the three computing programs IS, CS, and SE. Similarities and differences between the
programs were determined in two ways:

(1) Testing (the Student T-test) of differences between the means of each discipline revealed that
there are may elements (See Figures 14, 15, and 16.) which are strongly different (p < .05), as well as
many which are strongly the same, between the programs. By inspection of the panels of phrases which
describe those topics which are strongly different and strongly the same, “portraits” of the differences
between computing programs can be observed (See tables 16, 17, and 18.).

(2) Grouping of means responses for those topics that received “high” knowledge exit level
ratings (mean response > 3.25) can be used for making “portraits™ for each program (See Tables 13, 14.
and 15.). The elements requiring high levels of knowledge for each discipline are really quite different.

These two arguments establish the validity of the hypothesis, that, there are very significant
similarities and differences between the three computing disciplines.

(3) However significance testing also reveals that there are very definitely topics which are
common to all three programs. Tables 19 through 22 are “portraits” of insignificantly different topics.

These three observations clearly validate the general hypothesis that there is a core of similar
expectations as well as important differences for the three programs. Further observation confirms that
topic content of each of the computing programs does indeed conform to the program “emphasis”
statements contained in the hypotheses.

The implications of the results on future curriculum development efforts can be understood by
examining Tables 13, 14, and 15, which are lists of top exit levels identified for each of the computing
programs. “Use” and “Application™ knowledge exit levels require considerable curriculum effort, whereas
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“Awareness” and “Literacy” knowledge can be more easily obtained. If the significant differences in the
highest exit level topics are correct. then it becomes evident that separate courses will be needed for the
three programs.

69

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



7. CONCLUSIONS

1.  Computer science, information systems, and sofiware engineering professionals recognize and expect
their students to learn many similar aspects of a body of computing knowledge.

2. Also. these professionals are able to express the depth of knowledge expected from program
graduates.

3. Computer science and software engineering have largely similar expectations for their graduates,
except for a software engineering focus on software development. This implies that software
engineering is a reasonable subset of computer science at the undergraduate level.

4. Overall, software engineering looks a lot like computer science; the differences are smaill. But,
unlike computer science, software engineering has its focus on software systems development.

5.  One implication of the above conclusion is that a software engineering suite added to a curriculum for
computer science might well be adequate to satisfy four-year undergraduate requirements for software
engineering.

6.  Exit expectations of information systems and computer science are very significantly different over
most of the elements of the computing body of knowledge, while the two programs share all elements.

7  Information systems differs from software engineering similary to how it differs from computer
science, because computer science and software engineering are essentially the same.

8.  The most significant topics (those with high knowledge exit level requirements) suggest a
requirement for project courses that span several years (for ail three computing programs), since high
exit levels require several years 1o acquire.

9. mﬁamathacmmnydem&thehdyofmmngmwmgmmmemﬁmm
can be a core curriculum for the three computing programs.

A
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10. Using exit levels of knowledge is a useful way of distinguishing between programs.
11. Computer science, information systems, and software engineering professionals do acoept a common
body of computing knowledge.
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APPENDIX A
COMMON BODY OF COMPUTING KNOWLEDGE

The Common Body of Computing Knowledge was included in IS"97 (Davis et al).

1.0 Information technology
1.1 Computer architectures
1.1.1 Fundamental data representation: non-npumeric, numeric (integers,
reals. errors. precision)
I.1.1.1 Basic machine representation of numeric data
1.1.1.2 Basic machine representation of non-numeric data
1.1.1.3 Finite precision of integer and floating point number representation
1.1.1.4 Errors in computer arithmetic and related portability issues
1.1.1.5 Basic concepts of computer architecture
1.1.2 Physical representation of digitized information: e.g., data. text, image, voice. video
1.1.3 CPU architectures: CPU, memory, registers, addressing modes, instruction sets
1.1.3.1 Basic organization: von Neumann. block diagram. datapaths. control path. functional
units, instruction cycles
1.1.3.2 Instructions and addressing modes: instruction sets and types
1.1.3.3 Instructions and addressing modes: assembly-machine language
1.1.3.4 Addressing modes
1.1.3.5 Control unit; instruction fetch and execution, operand fetch
1.1.3.6 CISC.RISC
1.1.3.7 Computer organization
1.1.3.8 Memory systems
1.1.4 Computer system components: busses. controllers, storage systems, peripheral devices
1.1.4.1 Peripherals: /O and interrupts
1.1.4.2 Peripherals: input/output control methods, interrupts
1.1.4.3 Peripherals: external storage, physical organization and drives
1.1.44 Auxiliary storage, tape, optical
1.14.5 Storage systems and technology
1.1.4.6  Space allocation, hierarchy
1.1.4.7 Main memory organization, bus operations, cycle times for selection and addressing
1.1.4.8 Cache memory, read/write
1.1.4.9 Virtual memory
1.1.4.10 Interfaces between computers and other devices (sensors, effectors, etc.)
1.1.5 Multiprocessor architectures
1.1.5.1 Systems architectures (single muliti-processing and distributed processing, stack, array,
vector, multiprocessor and hypercube architectures, supercomputers)
1.1.5.2 Client server technologies
1.1.6 Digital logic and systems
1.1.6.1 Logic clements and switching theory; minimization concepts and implementation of
functions '
1.1.6.2 Propagation delays and hazards
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1.1.6.3 Demuitiplexers, multiplexers. decoders. encoders. adders. subtractors. comparators.
shift registers. counters

1.1.6.4 ROM, PROM, EPROM. EAPROM, RAM
1.1.6.5 Analysis and synthesis of synchronous circuits. asynchronous vs synchronous circuits
1.1.6.6 Register transfer notation. conditional and unconditional
1.1.6.7 Algorithmic state machines, steering networks, load transfer signals
1.1.6.8 Tristates and bus structures
1.1.6.9 Block diagrams, timing diagrams, transfer language

1.2 Algorithms and data structures

1.2.1 Formal problems and probiem solving

1.2.1.1 Probiem solving strategies using greedy algorithms
1.2.1.2 Problem solving strategies using divide and conquer algorithms
1.2.1.3 Problem solving strategies using back- tracking algorithms
1.2.1.4 Software design process; from specification to implementiation
1.2.1.5 Problem recognition statement and algorithmic determination; procedural abstraction:

parameters
1.2.1.6 [mplementation strategies (top-down, bottom-up; teams vs individual; management
task)
1.2.1.7 Formal verification concepts
1.2.1.8 Formal models of computation
1.2.2 Basic data structures: lists. arrays, strings, records, sets, linked-lists. stacks, queucs.
trees, graphs
1.2.3 Compiex data structures: e.g. of data, text, voice, image, video, hypermedia
1.2.4 Abstract data types
1.2.4.1 Purpose and implementation of abstract data types
1.2.4.2 Informal specifications
1.2.4.3 Formal specifications, pre-conditions and post-conditions, algebraic specifications for
abstract data types
1.2.4.4 Modules, cohesion, coupling; data flow diagrams, and conversion to hierarchy charts
1.2.4.5 Correctness, verification and validation: pre- and post-conditions, invariants.
elementary proofs of code and design reading, structured walkthroughs
1.2.4.6 Control structures; selection, iteration, recursion; data types and their uses in problem
solving
1.2.5 File structures: sequential. direct access, hashing, indexed
1.2.5.1 Files (structure, access methods): file layouts; fundamental file concepts; sequential
files; non-sequential files
1.2.5.2 Files (structure, access methods): directories, contents and structure, naming,
searching, access, backups
1.2.5.3 Files (structure, access methods): system security overview, security methods and
devices, protection, access, authentication
1.2.6 Sorting and searching data structures and algorithms
1.2.6.1 Sorting algorithms (shell sort, bucket sort, radix sort, quick sort), editing, reporting,

updating
1.2.6.2 Searching algorithms (serial search, binary search, and binary search tree)
1.2.6.3 Searching, hashing, collision resolution
1.2.7 Algorithm efficiency, complexity and metrics
1.2.7.1 Asympiotic analysis at upper and average bounds; big "O", little "O"
1.2.7.2 Time vs space trade-offs in algorithms
1.2.7.3 Complexity classes P, NP, P-space; tractable and intractable problems
1.2.7.4 Lower bound analysis (for sorting)
1.2.7.5 NP-completeness
1.2.7.6 O (n "squared”) sorting algorithms

'L I

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



1.2.7.7 O (n log n) sorting algorithms
1.2.7.8 Backtracking, parsing, discrete simulations. etc.
1.2.7.9 Fundamentals of analysis of algorithms
1.2.8 Recursive algorithms
1.2.8.1 Recursive algorithms connection with mathematical induction
1.2.82 Comparison of iterative and recursive algorithms
1.2.9 Neural networks and genetic algorithms
1.2.10 Advanced considerations
1.2.10.1 Computable functions: models of computable functions selected from Turing machines.
RAM, (partial) recursive functions, lambda calculus, Church's thesis
1.2.10.2 Machines, e.g. Universal Turing Machine
1.2.10.3 Decision problems: recursive and recursively enumerable problems: undecidable
problems ’
1.2.10.4 Models of parallel architectures
1.2.10.5 Algorithms for parallel architectures
1.2.10.6 Mathematical problems: well-conditioned and ili-conditioned problems
1.2.10.7 Mathematical problems: iterative approximation to mathematical problems: Newton's
method; Gaussian elimination
1.2.10.8 Mathematical problems: error classification; computational. representational. and
methodological distinctions
1.2.10.9 Mathematical problems: applications of iterative approximation methods in sciences
and engineering
1.2.10.10 Bounds on computing- computability and algorithmic intractability
1.3 Programming languages
1.3.1 Fundamental programming language structures; comparison of languages and applications
1.3.2 Machine and assembly level languages
1.3.3 Procedural languages
1.3.3.1 Procedural programming advantages and disadvantages
1.3.3.2 Basic type declarations; arithmetic operators and assignment: conditional statements:
loops and recursion
1.3.3.3 Procedures, functions. and parameters; arrays and records
1.3.4 Non-procedural languages: logic, functional
1.3.5 Fourth-generation languages
1.3.6 Object oriented extensions to languages
1.3.7 Programming languages, design. implementation and comparison
1.3.7.1 History of early languages
1.3.7.2 Evolution of procedural languages
1.3.7.3 Evolution of non-procedural languages
1.3.7.4 Virtual computers
1.3.7.5 Elementary and structured data types
1.3.76 Creation and application of user defined data types
1.3.7.7 Expressions, order of evaluation. and side-effects
1.3.7.8 Subprograms and coroutines as abstractions of expressions and statements
1.3.7.9 Exception handling
1.3.7.10 Mechanisms for sharing and restricting access to data
1.3.7.11 Static vs dynamic scope, lifetimes, visibility
1.3.7.12 Parameter passing mechanisms; reference. value, name, result, etc.
1.3.7.13 Varieties of type checking disciplines and their mechanics
1.3.7.14 Stack-based application of storage

1.3.7.15 Heap-based application of storage
1.3.7.16 Finite state automata as restricted models of computation and acceptors of regular

expressions
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1.3.7.17 Application of regular expressions to programming language analysis
1.3.7.18 Use of context-free grammars as a formal description device for programming language
syntax
1.3.7.19 Equivalence of context free grammar and pushdown automata
1.3.7.20 Use of pushdown automata in parsing programming languages
1.3.7.21 Language translation process, compilers to interpreters
1.3.7.22 Programming language semantics
1.3.7.23 Functional programming paradigms and languages
1.3.7.24 Parallel programming constructs
1.3.7.25 Procedural languages: implementation issues; performance improvement. debugging,
anti-bugging
1.3.7.26 Compilers and translators
1.3.7.27 Very high level languages: SQL. 4th-GL
1.3.7.28 Object-oriented design. languages, and programming
1.3.7.29 Logic programming languages: LISP, PROLOG; logic oriented programming
1.3.7.30 Code generators
1.3.7.31 Expert system shells
1.3.7.32 Software design languages
1.4 Operating systems
1.4.1 Architecture. goals and structure of an operating system: structuring methods. layered
models, object-server model
1.4.2 Interaction of operating system and hardware architecture
1.4.3 Process management: concurrent processes, synchronization
1.43.1 Tasks, processes. dispatching context switchers, role of interrupts
1.4.3.2 Structures, ready list, process control blocks
1.4.3.3 Concurrent process execution
1.4.3.4 Sharing access, race conditions
1.4.3.5 Deadlock; causes. conditions, prevention
1.4.3.6 Models and mechanisms (e.g., busy waiting, spin locks, Deker's algorithm.
semaphores, mutex locks, regions, monitors
1.4.3.7 Preemptive and non-preemptive switching
1.4.3.8 Schedulers and scheduling policies
1.4.4 Memory management
1.4.4.1 Physical memory and registers
1.4.4.2 Overlays, swapping, partitions
1.4.4.3 Pages and scgments
1.4.4.4 Placement and replacement policies
1.4.4.5 Thrashing working sets
1.4.4.6 Free lists, layout; servers, interrupts; recovery from failures
1.4.4.7 Memory protection: recovery management
1.4.5 Resource allocation and scheduling
1.4.5.1 Protocol suites (communications and networking); streams and datagrams
1.4.52 Internetworking and routing; servers and services
1.4.5.3 Types of operating systems: single user, multi-user, network
1.4.54 Synchronization and timing in distributed and real time systems
1.4.5.5 Special concerns in real-time systems; failures, risks, and recovery
1.4.5.6 Operating system utilities
1.4.5.7 Hardware evolution; economic forces and constraints
1.4.5.8 Architecture of real-time and embedded systems
1.4.5.9 Special concerns in embedded real-time systems: hard-timing requirements; reliability,
robustness, and fault tolerance; input and output considerations; awareness of issues
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pertaining to time; concurrency. complex interfaces of device/device and
device/software; inadequacy of testing for real-time systems
1.4.6 Secondary storage management
1.4.7 File and directory systems
1.4.8 Protection and security
1.4.9 Distributed operating systems
1.4.10 OS support for human interaction: e.g.. GUL interactive video
1.4.110S interoperability and compatibility: ¢.g., open systems
1.4.12Operating system utilities. tools. commands and shell programming
1.4.13 System administration and management
1.4.13.1 System bootstrapping/initial program load
1.4.13.2 System generation
1.4.13.3 System configuration
1.4.13.4 Performance analysis. evaluation and monitoring
1.4.13.5 System optimization and tuning
1.4.13.6 System management functions: backup, security and protection. adding and deleting
users
1.5 Telecommunications
1.5.1 Intemational telecommunication standards. models. trends
1.5.1.1 Computer networks and control: topologies. common carriers. equipment
configuration, error detection and correction, polling and contention protocols. security
and encryption )
1.5.1.2 Network design and management: network architectures (ISO, SNA. DNA). protoco
(X.25.1S0, etc.)
1.5.2 Data transmission: media. signaling techniques. transmission impairments, encoding, error
detection, compression
1.5.2.1 Communications system technology: transmission media. analog-digital,
communications hardware and software
1.5.3 Line configuration: error control. flow control. multiplexing
1.5.4 Local area networks
1.5.4.1 Topologies. medium access control. multiplexing
1.5.4.2 Local area networks and WANS: topology, gateways, uses (functions and office
automation), PBXs
1.5.4.3 Requirements determinations, performance monitoring and control. economics
1.5.4.4 Architecture of distributed systems
1.5.4.5 Hardware aspects of distributed systems
1.5.5 Wide area networks: switching techniques. broadcast techniques, routing
1.5.6 Network architectures and protocols
1.5.7 i
1.5.8 Network configuration, performance analysis and monitoring
1.5.9 Network security: encryption, digital signatures, authentication
1.5.10  High-speed networks: e.g., broadband ISDN, SMDS, ATM, FDDI
1.5.11  Emerging networks: ATM, ISDN, satellite nets, optic nets, etc., integrated voice. data
and video
1.5.12  Application: e.g, client server, EDI, EFT, phone network, e-mail, multimedia, video
conferencing, value-added networks
1.5.12.1 Methods of transmitting graphical and video information using telecomm, data
compression, client-server display techniques, e.g., AOL interface, XWindows
1.6 Database
1.6.1 DBMS: features, functions, architecture
1.6.1.1 DBMS (features, functions, architecture); components of database system (data.
dictionary, application programs, users, administration)
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1.6.1.2 DBMS: overview of relational algebra
1.6.1.3 Logical design (DBMS independent design): ER, object oriented
1.6.2 Data models: relational, hierarchical, network. object, semantic object
1.6.2.1 Relational data model terminology; mapping conceptual schema to a relational schema
1.6.2.2 Conceptual modeling (¢.g., entity-relationship, object-oriented)
1.6.3 Normalization
1.6.4 Integrity (referential. data item. intra-relation): representing relationships; entity and
referential integrity
1.6.5 Data definition languages
1.6.6 Application interface
1.6.6.1 Function supported by typical database system: access methods. security. deadlock and
concurrency problems, 4th generation environments
1.6.6.2 DML. query, QBE. SQL. etc.: database query language; data definition. query form.
update sub-language. expressing constraints, referential integrity, embedding ina
procedural language
1.6.6.3 Application and user interfaces (DML, query, QBE, SQL)
1.6.7 Intelligent query processors and quety organization
1.6.8 Distributed databases
1.6.9 DBMS products: recent developments in database systems (e.g., hypertext. hypermedia.
optical disks)
1.6.10Database machines
1.6.11 Data and database administration
1.6.11.1 Data administration
1.6.11.2 Database administration: social impact of database systems; security and privacy
1.6.11.3 Ownership of data and application systems
1.6.12 Data dictionary, encyclopedia, repository
1.6.13.  Information retrieval: e.g. image processing, hypermedia
1.7 Artificial intelligence
1.7.1 Knowledge representation
1.7.1.1 History, scope and limits of artificial intelligence: the Turing test
1.7.1.2  Social, ethical, legal, and philosophical aspects of artificial intelligence
1.7.1.3 Problems and state spaces
1.7.2 Knowledge engineering
1.7.3 Inference processing
1.7.3.1 Basic control strategies (e.g., depth-first, breadth-first)
1.7.3.2 Forward and backward reasoning
1.7.3.3 Heuristic search (¢.g., generate & test, hill climb, breadth-first search. means-ends
analysis, graph search, minimax search)
1.7.3.4 Expert systems and shells
1.7.4 Other techniques: fuzzy logic, CASE-based reasoning, natural language and speech

recognition
1.7.5 Knowledge-based systems
1.7.5.1 Natural language, speech and vision

1.7.5.2 Pattern recognition
1.7.5.3 Machine lecaming
1.7.54 Robotics
1.7.5.5 Neural networks
2.0 Organizational and management concepts
2.1 General organization theory

2.1.1 Hierarchical and flow models of organizations

2.1.2 Organizational work groups

2.1.3 Organizational span: single user, work group, team, enterprise, global
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2.1.4 Role of IS within the enterprise: strategic. tactical and operations
2.1.5 Effect of IS on organizational structure: IS and continuous improvement
2.1.6 Organizational structure: centralized. decentralized. matrix
2.1.7 Organizational issues pertaining to use of software systems in organizations
2.2 Information systems management
2.2.1 IS planning
2.2.1.1 Alignment of IS planning with enterprise planning
2.2.1.2 Strategic IS planning
2.2.1.3 Short-range IS planning
2.2.1.4 Re-engineering
2.2.1.5 Continuous improvement
2.2.2 Control of the IS function: e.g.. EDP auditing, outsourcing
2.2.3 Staffing and human resource management
2.23.1 Skills planning
2.2.3.2 Staff performance management
2.3.3.3 Empowerment/job ownership
2.2.3.4 Education and training
2.2.3.5 Competition, cooperation and reward structures
2.2.4 IS functional structures -- internal vs outsourcing
2.2.5 Determining goals and objectives of the IS organization
2.2.6 Managing IS as a business: e.g . customer definition. defining IS mission, IS critical success
factors
2.2.7 CIO and staff functions )
2.2.8 IS as a service function: performance evaluation -- external/internal. marketing of services
2.2.9 Financial administration of IS: ¢.g., funding and chargeout
2.2.10  Strategic use of IS: e.g., competitive advantage and IS, process re-engineering, IS and
quality, IS global impact and intemational considerations
2.2.11 End user computing support, role and functions
2.2.121S policy and operating procedures formulation and communication
2.2.13 Backup, disaster planning and recovery
2.2.14  Management of emerging technologies
2.2.15 Management of sub-functions
2.2.15.1 Telecommunications management
2.2.15.2 Computer facilities management: e.g., automated operations of distributed processing,
capacity planning, site maintenance
2.2.15.3 Management of group decision support systems
2.2.15.4 Data administration
2.2.15.5 Ownership of data and application systems
2.2.15.6 Optimizing the climate for creativity
2.2.15.7 Quality management: ¢.g., reliability and quality engineering; QC teams
2.2.15.8 Management consulting relationships, outsourcing
2.2.15.9 Managing for resource contention
2.2.15.100perational issues associated with system installation. transition, operation. and
retirement
2.2.15.11 Controlling activities and disciplines which support software evolution and
maintenance
2.2.15.12 Software engineering activities: development, control, management, operations
2216 Security and control, viruses and systems integrity
2.2.17Computer operations management: e.g- tape/DASD management, scheduling,
automation-cross functional context
2.3 Decision theory
2.3.1 Measurement and modeling
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2.3.2 Decisions under certainty. uncertainty. risk
2.3.3 Cost/Value of information. competitive value of [S
2.3.4 Decision models and IS: optimizing, satisficing
2.3.5 Group decision process
2.4 Organizational behavior
2.4.1 Job design theory
2.4.3 Group dynamics
2.4.4 Teamwork. leadership and empowerment
2.4.5 Use of influence. power and politics
2.46 Cognitive styles
2.4.7 Negotiating and negotiating styles
2.4.8 Consensus building
2.7 Managing the process of change
2.7.1 Reasons for resistance to change
2.7.2 Strategies for motivating change
2.7.3 Planning for change
2.7.4 Managing change
2.8 Legal and ethical aspects of IS
281 Software sales. licensing, and agency
2.8.2 Contract fundamentals
2821 Contract law
2.8.3 Privacy law
2.8.4 Agencies and regulatory bodies
2.8.5 Protection of intellectual property rights
2.8.5.1 Protection of intellectual property
2.8.5.2 Forms of intellectual property, means for protecting it, and penalties for violating it
2.8.5.3 Ethics (plagiarism, honesty, privacy): uses. misuses, and limits of computer technology
2.8.6 Ethics: plagiarism, honesty, codes of ethics
2.86.1 FEthics: plagiarism, honesty. privacy
2.8.6.2 Ethics: Social and ethical responsibilities of the computing professional
2.8.7 Risks, losses and liability in computing applications
2.8.8 Warranties
29 Professionalism
2.9.1 Current literature periodicals, professional. academic journals
2.9.2 Certification issues
2.9.3 Professional organizations: e.g. DPMA. ACM, TIMS, ASM, DSI, ACE. [EEE. ASQC.
AIS, IAIM, INFORMS
2.9.4 Professional conferences
2.9.6 IS industry: manufacturers, OEMs, system integrators, software developers
2.9.7 Historical and social context of computing
2.10 Interpersonal Skills
2.10.1 Communication skills
2.10.2  Interviewing, questioning and listening
2.10.3 Presentation skills
2.10.3.1 Oral and written communications
2.10.3.2 Graphics and use of multimedia
2.10.3.3 Training: goals, objectives, computer based
2.10.4 Consulting skills
2.10.5 Writing skills
2.10.5.1 Fundamentals of technical writing
2.10.5.2 Principles and standards for documentation
2.10.5.3 Development of software documentation
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2.10.5.4 Documentation tools
2.10.6 Proactive attitude and approach
2.10.7Personal goal setting, decision making, and time management
2.10.8Principle centered leadership
2.10.9Principles of negotiation
3.0 Theory and development of systems
3.1 Systems and information concepts
3.1.1 General systems theory
3.1.2 Systems concepts: e.g.. structure, boundaries. states, objectives
3.1.2.1 Fundamental concepts of information theory
3.1.2.2 Reasoning about organizational systems. software products and processes
3.1.2.3 Relationships of users and suppliers to the system
3.1.3 Properties of open systems
3.1.4 System components and relationships
3.1.5 Systems control: standards. control theory. feedback. loops. measurement, quality
3.1.6 Properties of information systems
3.2 Approaches to systems development
3.2.1 Systems development models: e.g., SDLC, prototyping
3.2.1.1 Systems development life cycle: software life-cycle models (iterative enhancement,
phased development, spiral. waterfall)
3.2.1.2 Developing with prototyping
3.2.1.3 Developing with packages
3.2.14 Data oriented development techniques
3.2.1.5 Process oriented development techniques
3.2.16 Object oriented development techniques: bottom-up design; support for reuse
3.2.1.7 Systems enginecring considerations
3.2.1.8 Software as a component of a system
3.2.1.9 Software process and product-life cycle models
3.2.1.10 Sofiware generation methods and tools: design and coding from scratch. program and
application generators, very high level languages. reusable components
3.2.1.11 System design methods and tools
3.2.2 Package acquisition and implementation
3.2.3 [ntegrating software components
3.2.4 User developed systems
3.2.5 Selecting a systems development approach
3.3 Systems development concepts and methodologies
3.3.1 Organizational and software process modeling
3.3.1.1 Modeling concepts
3.3.1.2 Advanced modeling concepts. including asynchronous and parallel models
3.3.2 Data modeling: ¢.g., entity-relationship diagrams, normalization
3.3.3 Data oriented methodologies
3.3.4 Process oriented methodologies

3.4 Systems development tools and techniques
34.1 CASE
3.4.1.1 Methodologies (information engineering, Jackson Techniques, Yourdon, C. F. Martin,
etc.): software design objectives
3.4.1.2 Tools: CASE tools, code generators. GDSS
3.4.1.3 Tools (CASE tools, code generators, GDSS): specification and design tools;
implementation tools
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3.4.2 Group-based methods: e.g.. JAD. structured walkthroughs, design and code reviews
3.4.3 Software implementation concepts and tools: e.g.. data dictionary, repository. application
generator, reuse, program generators, software implementation languages
3.5 Application planning
3.5.1 Infrastructure planning: hardware, communications, database, site
3.5.2 Planning the IS architecture
3.5.3 Planning for operations
3.5.4 Metrics for size, function points. control of complexity
3.5.5 Planning for IS security, privacy and control
3.6 Risk management
3.6.1 Feasibility assessment
3.6.2 Risk management principles
3.6.3 Contingency planning
3.7 Project management
3.7.1 Project planning and selection of appropriate process model; project scheduling and
milestones
3.7.2 Project organization. management, principles. concept and issues
3.7.2.1 Project management organizational issues
3.7.2.2 Project management principles, concepts and issues
3.7.3 Work breakdown structures and scheduling
3.7.4 Project staffing considerations: e.g., matrix management, human factors. team organization.
reporting )
3.7.5 Project control: planning, cost estimation. resource allocation, software technical reviews,
measurement, analysis, feedback, communications, ensuring quality, scheduling. milestones
3.7.5.1 Project management documentation
3.7.5.2 Representations of project scheduling
3.7.5.3 Project economics: cost estimation techniques and tools: cost/benefit analysis: risk
3.7.5.4 Project scheduling tools
3.7.6 Managing multiple projects
3.7.7 Management concerns; stress and time management
3.7.8 Systems documentation
3.7.9 User documentation (e.g., reference manuals, operating procedures, on-line documentation)
3.7.10 System metrics
3.7.11 Scoping and scope control
3.7.12 Configuration management
3.7.12.1 Principles and concepts of configuration management
3.7.12.2 Role in controlling system evolution
3.7.12.3 Role in maintaining product integrity
3.7.12.4 Documentation: change controls, version controls. etc.
3.7.12.5 Organizational structures for configuration management
3.7.12.6 Configuration management plans
3.7.12.7 Configuration management tools
3.7.13 System development quality assurance
3.7.14Project tracking: ¢.g., PERT, Gantt
3.7.15Project close-down
3.8 Information and business analysis
3.8.1 Problem opportunity identification: e.g., service requests, from planning process
3.8.2 Relating the application to the enterprise model
3.8.3 Requirements determination and specification
3.9 Information systems design
3.9.1 Design: logical, physical

37

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



L v

i

3.9.1.1 System design methods and tools

3.9.1.2 Role of software design versus system design

3.9.1.3 Hardware-software tradeoffs for system performance and flexibility

3.9.1.4 Design of high-level interfaces, hardware to software and software to software

3.9.1.5 System performance prediction
39.16 System modeling techniques and representations
3.9.1.7 Object oriented system design technique
3.9.1.8 System design techniques: iterative design technique, modeling, etc.
3.9.1.9 System design flexibility
3.9.2 Design methodologies: ¢.g., real time, object oriented. structured
3.9.3 Design objectives: e.g., usability, performance
3.9.4 Techniques to enhance the creative design process
3.9.5 Information presentation alternatives: cognitive styles
3.9.6 Human-computer interaction (e.g., ergonomics, graphical-user interfaces, voice,
touch)
3.9.6.1 User interfaces (voice, touch...)
3.9.6.2 Ergonomics
3.9.6.3 Common user access

3.9.6.4 User interfaces; menu systems. command languages, direct manipulation. common

interface tool kits
3.9.6.5 Graphics output devices and their properties
3.9.6.6 Graphics primitives and their properties
3.9.6.7 Graphics software systems: general graphics standards
3.9.6.8 Architecture of window managers and user interfaces
3.9.6.9 Architecture of toolboxes and programming support environments
3.9.6.10 Representation of graphic data and sound

3.9.6.11 Design techniques for human-computer interface problems: device independence.

3.9.6.12 Human factors associated with human-computer interfaces: assumptions about class of

user, handling input errors, screen design, etc.
3.9.7 Software development

3.9.7.1 Software requirements: principles; types (functional, performance and other); analysis:
identification techniques (prototyping, modeling, simulation); communication with

customer; tools
39.7.2 Software specifications: objectives; standards; types (functional, performance.
reliability, other); formal models: representations; documents (standards,

structure, content, users, completeness. consistency); techniques; specification of quality

attributes; formal specification languages and tools

3.9.7.3 Software design: principles of design (abstraction, information hiding, modularity,

reuse, prototyping); paradigms for well-understood systems; levels of design;

documentation; representations of designs; design of sub-systems; assessment of design

3.9.7.4 Software quality assurance: issues, definitions, standards, quality assurance as a

controlling discipline, factors affecting quality, quality concerns in phases of the SDLC,
metrics, organizational structures for quality assurance, plans, documentation, quality

assurance project teams, quality and security, industrial practice
3.9.7.5 Software correctness and reliability: principles, concepts, modeling, methods

3.9.7.6 Verification and validation of software quality assurance: role and methods, formal

models, independent verification and validation teams, tools, reports
3.9.7.7 Software implementation: relationship of software design to implementation;

relationship of programming support environments to software implementation process;
relationship of implementation language to design principles; tools; assessment (coding
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standards, metrics. etc.): other implementation considerations and issues (language
structures and programming techniques, reuse, application generators, efc.)
3.9.7.8 Software and hardware system integration: methods. plans. tests (including
incremental testing during development), assessment and documentation of test resulits.
diagnosing system faults, simulation of missing hardware
3.9.79 Software testing: role, principles and standards; relationship of quality assurance to
testing; methods; levels of testing (unit, system, integration, acceptance, ctc.); plans;
audits; limitations; statistical methods; formal models; documentation; tools: test and
evaluation teams: building test environments; test case generation: regression testing;
black-box/white-box testing; technical reviews; performance analysis; results analysis
and reports
3.10 Systems implementation and testing strategies
3.10.1 Systems construction
3.10.2 Software systems construction: e.g., programming, unit testing , load module
packaging
3.10.3 Software integration: e.g., packages
3.10.4Systems conversion: approaches. planning, implementation
3.10.5Systems integration and system testing: verification and validation, test plan generation.
testing (acceptance testing, unit testing, integration testing, regression testing)
3.10.6 Training: e.g., user, management, operation, systems, training materials
3.10.7Software project management: scoping, scheduling, configuration management, quality
assurance; software reliability issues (safety, responsibility, risk assessment). maintenance
3.10.8 Systems installation
3.10.9Post impiementation review
3.11 Systems operation and maintenance
3.11.1Service request and change control
3.11.2Reverse and re-engineering
3.11.3 Tuning and balancing
3.11.4Systems and software maintenance concepts
3.11.4.1 Kinds of software maintenance: perceptive, adaptive. corrective
3.11.4.2 Designing software for maintainability
3.11.4.3 Software maintenance techniques: program reading, reverse engineering,
etc.
3.11.4.4 Software maintenance models
3.12 Systems development for specific types of information systems
3.12.1 Transaction processing systems
3.12.2Management information systems
3.12.3 Group support systems
3.12.4 Decision support systems/expert systems
3.12.5Executive support systems
3.12.6 Office systems
3.12.7Collaborative systems
3.12.8 Work-flow systems
3.12.9Functional support systems: e.g., process control, marketing
3.12.10 Interorganizational systems
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APPENDIX B
SUMMARY BODY OF KNOWLEDGE TOPICS
(Aggregated under level-2 of the common body of computing knowledge)

LO. Informstion Technology (Group I)
1.1. Computer Architectures

TOPIC

L. Fmdament_al@tapr&ntaﬁonandphysiml representation of digjtized information -- numeric.
non-numeric (integers, reals, errors, precision); data, text, image, voice. video

2. CPUan;himandoompne:symcomponems-CPU, memory, registers, addressing
modes, instruction sets; buses, controllers, storage systems, peripheral devices

3. Mdﬁmrmﬁm-mmwmwmmm.
vector, multiprocessor and hypercube architectures, super computers, client server technologies
4. Digital logic and systems - logic elements and switching theory, propagation delays and

hazards, register transfer notation, block diagrams, timing diagrams, multiplexers, etc.
1.2. Algorithms and Data Structures

5. Formal problems and problem solving -- problem solving, design, and implementation strategies
for algorithms and data structures; formal verification concepts; formal models; etc.

6. Basic data structures -- lists, arrays, strings, records, sets, linked-lists, stacks. queues. etc.
7. Complex data structures -- data, text, voice, image, video , hypermedia, etc.

8. Ahmudautypes-wrposeandmplemmon,wﬁm modules, cohesion, coupling.
correctness, verification, validation, invariants, proofs, control structures, etc.

9. F#mmaﬁmmm-mﬁadimmmmgmmehym&
directories; contents and structure; access; backups; system security overview; etc.

10. Sorting and searching data structures and algorithms - quick sort, binary search, etc.

11. Algorithm efficiency, complexity and metrics — analysis, big 0", little "O", time vs. space
trade-offs, NP- completeness, backtracking, parsing, discrete simulations, etc.

12. Recursive algorithms
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13.

14.

15.

16.

17.

18.

19.

20.

21.

23.

24.

26.

AMMon of algorithms - neural networks and genetic algorithms, algorithms for
parallel architectures, mathematical problems, bounds on computing, etc.

1.3. Programming Languages

Programming languages - fundamental programming language structures; procedural and
non-procedural languages; 4th-GL; object oriented extensions to languages; etc.

Machine and assembly languages

Design, implenngnﬁon,andcompnﬁsouofpmmmminghnm-himty,evolnﬁom
language translation process; software design languages, compilers and translators; etc.

L.4. Operating Systems

Architecture, goals and structure of operating systems - ing methods,
; structuring layered models,

Interaction of operating system and hardware architecture

Operating system process management -- concurrent processes; synchronization; tasks;

Memory management - physical memory and registers; overlays, swapping, partitions: pages
and segments; thrashing; interrupts; memory protection; recovery management; etc.

wmmmm-m«mmmmm
reliability, robustness and fault tolerance; operating system utilities; complex interfaces: etc.

Qhetqpenﬁngsyst?mcqm-semmhryaongmmmmeanddimotysyﬁems
protection and security; distributed systems; utilities; system administration; etc.

L.5. Telecommunications

TdWW-MﬁMMMMmMMmmk

Telecommunication -- bridges, routers, gateways and system integration, confi i
guration,

Networks — architectures and protocols; LANS (topologies, multiplexing, gateways, distributed
systems, etc.); WANSs (switching and broadcast techniques, routing, etc.); client server; etc.

1.6. Database

Database -~ DBMS architecture; data models; normalization; integrity; application interface,
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27.

28

29.

30.

31

32.

33.

34.

35.

36.

37.

L7. Artificial Intelligence
Amﬁc:al mlemswe - knowledge representation. history, scope, knowledge engineering,
inference processing, expert systems, fuzzy logic, CASE-based reasoning, robotics, neural
sworks. etc. :

2.1. General Organization Theory

Gem@loyganiaﬁontheoty-hiemchialandﬂowm&lsofmpnizaﬁm work groups.,
organizational span, issues pertaining to use of software systems in organizations, etc.

2.2. Information Systems Management

[nfom.nﬁonsyslemis’nnnagemem'-policy; operating procedures; short range and strategic
planning; EDP auditing; outsourcing; financial management; customer definition; etc.

Other information systems management ~— staffing, human resource management,
empowerment, staff education and training, staff performance management; etc.

Mamge_mcutofinformationsyslemsmb-ﬁmotions- telecommunications, data administration,

Computer operations management - tape/DASD management, security, etc.
2.3. Decision Theory

Decision theory — measurement and modeling; decisions under certainty, uncertainty, risk: cost
and value of information, decision models, group decision process

2.4. Organizational Behavior

Ww-nmpm,mmwlm
empowerment, cognitive styles, negotiation and negotiating styles, consensus building, etc.

2.5. and 2.6. (These sumbers were not used.)
2.7. Managing the Process of Change

Managing the process of change - reasons for resistance, strategies for motivating chan,
planning for and managing change &

2.8. Legal and Ethical Aspects of IS

I.zglandethia{speas-soﬁwareals, licensing, agencies and regulatory bodies, contract
fundamentals, privacy law, code of ethics, plagiarism, liability, warranties, misuses, etc.

2.9. Professionalism

Professionalism - historical and social context of computing; certification issues, organizations
and conferences, current literature, etc.
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38.

39.

41,

42.

43.

45.

47.

1

'L

2.10. Interpersonal Skills

Personal skills — proactive behavior, goal setting and personal decision making, time
management, continuous personal development

Interpexsoml‘ skills — oral and written communication, interviewing, listening,
presentation, consuiting, writing documentation, principle centered leadership, negotiation, etc.

3.0. Theory sug Development of Svstems (Grogp 1)
3.1. Systems and Information Concepts

Systems and information concepts - general systems theory, components, and relationships:
systems control theory and standards; properties of information systems: etc.

3.2. Approaches to Systems Development

meM(MMW)-SDLC.MM
development with prototyping and packages, process oriented development, etc.

W@mm(mwmm) - software process
and product life-cycle; system and software generation methods and tools: etc.

3.3. Systems Development Concepts and Methodologics

Squsckvdopmmmaﬁmhdologis-organizaﬁonﬂandmﬁwmm
modeling; data modeling; types of development; software engineering process and products: etc.

3.4. Systems Development Tools and Techuiques

Systc:_nsdeveloplnenttoolsandlechniqus-CASE; information engineering; Jackson
techniques; code, application, and program generators; GDSS; JAD; reusability; tools: etc.

3.5. Application Planning and 3.6. Risk Masagement

Systemsdevelounentamhuuonplanmng~mﬁammeplmng. e.g., hardware, database.
and site; planning for operations, architecture, and security; risk management; etc.

3.7. Project Management

Wmmm(mnizaﬁonandmmm) - planning; scheduling and milestones:
selection of process model; organizational issues; work breakdown structures; staffing; etc.

Ptojectmm (control ) planning, cost estimation, risk analysis, resource allocation,
reviews, measurement, feedback, communications, ensuring quality, tools

Project management (systems and user documentation) — systems reference manuals,
procedures, user documentation, on-line documentation
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49.

50.

51.

52

53.

54.

55.

56.

57.

58.

59.

61.

62.

63.

Conﬁgmation management (principles, concepts, roles) - controlling system evolution,
ensuring product integrity

Configuration management (documentation) - change and version controis

Configuration management (organizational structures, plans, tools)

Systems development quality assurance

Project tracking and close down —~ PERT, Gantt; close down procedures and requirements
3.8. Information and Business Analysis

Information and business analysis - problem identification, relating the application to the
enterprise model, requirements determination and specification

.9. Information Systems Design

Information systems design (logical and physical design) -- system design methods and tools;
hardware and software tradeoffs; hardware to software and software to software interfaces;

[nformation systems design (human computer interaction) -- ergonomics; graphical and other
user interfaces; architecture of window managers, tool boxes; etc.

Information systems design (software requirements) — principles; types. such as functional and
performance; analysis; identification techniques (prototyping, modeling, simulation);
communication with customer; tools

Informationsymdsim (software specifications) - objectives; standards; types; formal
mwmmm(mmmmm.);mmM
specification of quality attributes; formal specification languages and tools

ngfqrmaﬁonsystems«hsign (software design) - principles of design (abstraction, information
lnd!ng. reuse, etc.); paradigms for well-understood systems; levels of design; documentation;
design of sub-systems; assessment of design quality; languages and tools; methods: etc.

MM.W(MWW)-MWMMQAa
a controlling discipline, factors affecting quality, quality concerns in phases of the SDLC,
metrics, plans, documentation, QA project teams, quality and security, etc.
Information systems design (software correctness and reliability) -—-princi

. ~principles, concepts.
Information systems design (verification and validation of software quality assurance) - role
and methods, formal models, independent verification and validation teams, tools, reports

Information systems design (software implementation) — relationship of software design to
implementation; relationship of implementation language to design principles; tools; other
issues (language structures and programming techniques application generators, etc.); etc.
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65.

67.

68.

meg(mmmmmw)-mmm
mlwnqmmlmzﬁlﬁngcvdm),mmdmmonofm
results, diagnosing system fauits, simulation of missing hardware
Informnonsystemsdsngn(soﬁwmmg - role, principles, standards; relationship to QA;
methods; levels of testing; plans; audits; limitations; formal models; documentation; tools; test
3.10. Systems Implementation and Testing Strategies
smwmmmm-mmmmmm
m(e.;.mmmmmm;mmmom
3.11. Systems Operation and Maintenance
Symms-opuaﬁmandmﬁmmm-mandmgimﬁng;kindsofmimame
(maﬁpﬁvqwnecﬁve);ﬂmmﬁrmﬁmmm
techniques (program reading, reverse engineering, etc.); software maintenance models

3.12. Systems Development for Specific Types of Information Systems

Syuemsdeve{omcmforspedﬁctypaofhfomaﬁmsymms—umﬁmpmcssing
management information, group support; decision support; expert; executive support; etc.
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APPENDIX C

STATISTICAL DATA FOR SURVEY RESPONSES

(Count of responses per topic, Means, and Standard Deviation)

TS L) —SE ALL
S ) ~S
T CIM|TICIM|TICIM]TICIMIT
g SUMMARY KNOWLEDGE TOPICS g :: :: g i : g i :: g ﬁ :
1 N|JN|E]JN|N]J]EJN|N|E]IN|INI|E
C Tl SIvITISIVITISIVITISI|V
1 | ysical representation of cigitized 26 {3.54}0.71] w0s|3.12{ 100f 6 |383 0.4tﬁ31 3.23{0.95
2 JCPU architecturcs and compulcr sysicm componcnts 26 13.46]0.76§ 10512,721 1,028 6 |283]0,75{ 137 [2.86] 1.00
3 ] Multiprocessor architectures 26 128110908 105122110888 6 {2,3310.824 13712.33]0.9%
4 JDigital logic and systems 26 1292108951041 1,441 1.07) 6 ]2,3310.820 136 1.76]1.18
) [Formal problcms and probicm solving 26 |3.54]0.65§ 10213.09] 1.05] 6 ]3.50]0.84] 134]3.1910.99
6IBasicdawstruclures 26 138510461 106(3.22]0968 6 38310411 138]3.3610.91
7 [Complex data structurcs 26 12.77]0.76] 105 | 2.63] 0.94] 6 |3.00]0.89] 137]2.67]0.90
8 JAbstract data types 26 34610714 104 {2,571 01,130 6 13.5010.55813612.78] 1.11
9 iFiIe structures and access methods 26 36910555 106§3.431088) 6 133310521 138]3.47]10.82
10 | Sorting and searching data structures and algorithms 25 137210614104 128111060 6 |3.33]0.528 135]3.00]1.04
11 JAlgorithm efficicncy, complexity and metrics 26 132711000 104 1162 1178 6 [3.0010.890 136 1.99{1.31
12 | Recursive algorithms 26 13.5810.708 104 1 1891 1,333 6 13.5010,55] 136)2.28] 1.40
13 § Advanced consideration of algorithms 26 12,351,025 1041 1.35] 1.0 6 |2.17|041] 136 | 1.57]1.07
14 | Programming languages 26 |3.50]0.76] 105 [3.54]0.84] 6 |3.50]0.55] 137{3.53]0.81
15 | Machine and asscmbly languages 26 13.04] 111 105] 1,551 1.03] 6 }3.00]0.89]137]1.89]1.2)
16 Design, implementation, and comparison of programming languages 26 |3.0810.898 105223 L1} 6 ]2.67]0.528 137]2.41]1.10
17 JAschitecture, goals and structure of operating systcms 26 13.2310.761 104 12,181 1,108 6 ]2.50{0.550 1361239} 1.10
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TS TS — SE ALL

S S
T CIM]|TJICIM]|TICIM|TLICIM]T
2 SUMMARY KNOWLEDGE TOPICS 3 f : 3 :: :: 3 :: : ?, ﬁ :
1 N|INJEIN|N|E]JN|NJEJINI|NIJE
| C T I SIVITISIVITISIVITIS]V
18 [Interaction of operating sysiem and hardware architecture 26 13.0070.89] 104 12.08]1,12] 6 }2831098] 136]2.29]1.13
19 [Operating sysiem process management 26 {3.27]0.67[ 104 [ 1.74] 1.06] 6 [2.83]0.75] 136 [2.07]1.16
20 | Mcmory management 26 133110628 104 12,130,108 6 |2.67]0.82] 13612.38}1.12
21 JResource allocation and scheduling 26 [2.7310.781 104 1 1,78 1,020 6 12.5010.550 136 {1,991 1.04
22 lOlhetopcralingsystemoonccms 26 13.04]0.601 106 |2.44[ 103} 6 1267]1.03F 138]2.561098
23 | Telecommunication -- international standards.., 26 126910931 10612961 1.02] 6 |2.50]0.55§ 138 |2.89]0.99
24 JTclecommunicution -- bridges, roulers... 26 [2.46[0.86] 104 [2.62] 1,08 6 |2.67]0.82]136]2.59]1.03
25 INctworks 26 12.85]0.73] 105]3.091098] 6 |2.83]0.75] 137|3.04]0.93
26 [Databasc 26 13461 0.65] 106 |3.591083F 6 |3.00]0.63] 138]3.54]0.80
27 JArtificial intclligence 26 12.73]0,92] 105]2.291 1L.OO] 6 |2.00]0.63] 137]2,36]0.99
28 |General organization theory 26 | 2,381 110§ 104 [3.23]099] 6 |2.50]0.84) 136 |3.04] 1.06
29 JInformation sysicms management 26 [2.2311.24]110413.22]10.89] 6 ]1,67]1.031 136]296]1.08
30 jOther information systems management 26 | 1L.73] 119103 12801 0,00 6 | L.0O] 1000 135(2.53]1.24
31 | Management of information systems sub-functions 26 |2.19] 110§ 105[2.79] 1,07] 6 |1.67]0.82f 137]2.63]1.10
32 } Computer operations managemen 26 1 1.5011.241 10612.09]1.16] 6 |067]0.82] 138]1.92]1.2)
33 [Decision theory 26 121211071 10612851102 6 ]1.33]0.521 138 12,65} 1.09
ﬂOIganizalional behavior 26 12.15] 1,055 106]12.99]097] 6 ]1.67]0.52] 138 12,78] 1,08
Jslyanagingthcprooessofcl\angc 20 1 1.81]1.10] 106 {3.011099F 6 §1.33]1.03]138]2.71] 115
acllggal and cthical aspects 26 12.8810.99] 106 12,99]10.97] 6 ]2.50]0.84] 138 | 2.95}0.97
J7lljrofcssionalism 26 12,691 1.163 10612721 137} 6 121710411 138]2.69] 1. 14
38 [Personal skills 26 130411081 106 13221 LAME 6 12.3310.528 138]3.15) L.
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TS TS ~SE ALL

S R S
T CIM|T]J]C|IM|TJCIM|T]CIMI|T
?. SUMMARY KNOWLEDGE TOPICS 3 f : 3 f : 3 i : g i ::
1 N|INJEJIN|N|EIN|N|EIN|INIE
C T 1S IVIT|SIVITISIVITISIV
39 JInterpersonal skills 26 |3.50]081§105]3.6910.73] 6 ]3.33]0.528 13713.64{0.74
40 ISystems and information concepts 26 12.54]1.21§104]3.26]0.96] 6 |2.33]0.52f 136{3.09] 1.04
41 JApproaches to systems development (models and techniques) 26 13.2310911 106136010861 6 [3.0010.89] 138]13.51]0.89
42 JApproaches to systems development (systems engincering considerations) 26 13.3510.754105]13.34]0.82] 6 ]3.33|0.82] 137]13.3410.80
43 }Systems development concepts and mcthodologies 26 1342|0811 106]1343|0817 6 ]3.17]0.75]138]13.41]0.80
44 }Systems devclopment tools and techniques 26 13.00]0.895 1063241 093] 6 |250]0.84] 138]3.16]0.93
45 | Systems devclopment application planning 26 125010998 106 {2.981095] 6 {2.1741.17§ 138} 2.86{0.99
46 JProject management (organization and management) 26 12.69]1.011 10613.271090F 6 [2.8310.981 13813.14{095
lﬂl’roject management (control) 26 |2.58] 1.06] 106 13.07]094] 6 |2.83]1.33] 13812971 1.00
“Iiject management (systems and user documentation) 26 ]13.04] 1.00] 106 3.19]1096} 6 |3.00{0.89] 138]3.15]0.96
ﬂConﬁgumion management (principlcs, concepts, roles) 26 12.35] )16 1041 235] 1141 6 [3.5010.84] 136]1240] 1.15
SﬂlConﬁgumtionmnagemcm(documnmtion) 26 12.19] 1173 104 ] 241} 1,14} 6 }3.33)0.82] 136)2.41]).15
SﬂConﬁgumtion management (organizational structures, plans, (ools) 25 [2.12]0.88] 10312351 1,14] 6 |283]098F 134]2.33{ 1. 10
52|Systcmsdevelopmemqmlilyassumme 26 [238]11,24] 104126511018 6 |2.83] L4171 136]2.61]1.06
Ssk’rojectlmkingandcloscdown 26 12.50{0,998 10512961 1.05] 6 [2.33]1.034137]2.85]1.05
M]lnfomalionandhusinessanalysis 25 12.64]1.25§ 106 | 3.5510.77] 6 |3.00]1.26} 137}3.36] 0.96
5S Jinformation systems design (logical and physical design) 26 |3.1511.16] 105]13.4910.79§ 6 }3.67]10.82} 137 ]3.43]0.88
56 [Information systems design (human computer interaction) 26 [2.81]090] 104]3.231087] 6 |3.0010.89] 136 ]3.14}0.88
57 jinformation systems design (sofiware requircments) 26 133110741 105 {3.43]0.79F 6 |3.33]10.824 13713.40[0.78
S8 Jinformation sysicms design (sofiwarc specifications) 20 133110971 1053331086 6 |3.00]1.26§ 137]3.31]0.89
59 Jinformation sysiems design (software design) 26 136910470 105]3.2310.921 6 13.6710.82] 13713.34]0.80
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TS 1 “SE ~ ALL
T CIM|TIC{M|TJIC|M|T]JCIM]|T
0 O|E|DJOJ/E|DJO|JE|D]JO]JE]|D
P SUMMARY KNOWLEDGE TOPICS vialoplulalolulalolulalo
1 N|N]JEJN|N]J]E]ININJE]IN]NIE
C TISIVEITISIVITISIVITIS]YV
60 Jinformation systems design (soflware quality assurance) 26 §2541 103 104129110918 6 ]2.83]1.17§136]2.83]095
61 jinformation systems design (software correctness and rcliability) 26 13.0010.858 104128610988 6 |2.50]1.054136]2.87]0.96
62 :fs:';“:;” systems design (verification and validation of softwarc quality | ¢ 19 <1y g0l 104 | 2.54] 103} 6 |3.00]0.89] 136 | 2.58] 1.03
‘63 Information systems design (software implementation) 26 13.08(0.938 1041299]|1.00F 6 ]3.00]0.89]136]3.01]098
64 JInformation systems design (software and hardware systcm integration) 26 |2.8511.010 104]2.92]1.02] 6 12.83]0.75] 13612.90]1.01
68 Jinformation systems design (software (esting) 26 |2.88]0.958 104 13.06{095] 6 [3.5010.84] 136]3.04{0.95
66 |Systems implementation and testing strategics 26 12,96] 1081 104 [3.11]0.948 6 |3.17]0.75] 136 13.09]0.96
67 |Systems operation and maintenance 26 [262{1.024 104]12.75]1.08§ 6 13.17]0.75§ 13612,75] 1,08
68 |Sysiems development for specific types of information systcms 26 {2,194 1,170 105§3.15§0928 6 ]2.671 1214 137295} 1.04
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